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## What did we see in class last week?

## Panoramas



## Today's Readings

- Chapter 6 and 11 of Szeliski's book


# Let's look at camera calibration 

## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation


## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation
- Position of image center in the image


## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation
- Position of image center in the image
- Focal length


## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation
- Position of image center in the image
- Focal length
- Different scaling factors for row pixels and column pixels


## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation
- Position of image center in the image
- Focal length
- Different scaling factors for row pixels and column pixels
- Skew factor


## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation
- Position of image center in the image
- Focal length
- Different scaling factors for row pixels and column pixels
- Skew factor
- Lens distortion (pin-cushion effect)


## Camera Calibration

Find the quantities internal to the camera that affect the imaging process as well as the position of the camera with respect to the world

- Rotation and translation
- Position of image center in the image
- Focal length
- Different scaling factors for row pixels and column pixels
- Skew factor
- Lens distortion (pin-cushion effect)


## Why do we need calibration?

- Have good reconstruction
- Interact with the 3D world

[Source: Ramani]


## Camera and Calibration Target

Most methods assume that we have a known 3D target in the scene

[Source: Ramani]
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## Calibration

- Estimate matrix $\mathbf{P}$ using 2D-3D correspondences
- Estimate K and ( $\mathrm{R}, \mathrm{t}$ ) from P

$$
\mathbf{P}=\mathbf{K} \cdot \mathbf{R} \cdot\left[\mathbf{I}_{3 \times 3} \mid \mathbf{t}\right]
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## Inherent Constraints

- The visual angle between any pair of 2D points must be the same as the angle between their corresponding 3D points.



## Direct Linear Transform

- Simplest to form a set of linear equations (analog to the 2D case)

$$
\begin{aligned}
x_{i} & =\frac{p_{00} X_{i}+p_{01} Y_{i}+p_{02} Z_{i}+p_{03}}{p_{20} X_{i}+p_{21} Y_{i}+p_{22} Y_{i}+p_{23}} \\
y_{i} & =\frac{p_{10} X_{i}+p_{11} Y_{i}+p_{12} Z_{i}+p_{13}}{p_{20} X_{i}+p_{21} Y_{i}+p_{22} Y_{i}+p_{23}}
\end{aligned}
$$

with $\left(x_{i}, y_{i}\right)$, the measured 2D points, and $\left(X_{i}, Y_{i}, Z_{i}\right)$ are known 3D locations

- This can be solve in a linear fashion for P. How?
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## Key Idea

- If the correct correspondences are known, the correct relative rotation/translation can be calculated in closed form

[Source: W. Burgard]


## Center of Mass

- The centroids of the two point clouds $c$ and $c^{\prime}$ can be used to estimate the translation
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- Subtract the corresponding center of mass from every point in the two sets,
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## Normal-based sampling

- Ensure that samples have normals distributed as uniformly as possible

uniform sampling

normal-space sampling
- better for mostly-smooth areas with sparse features
[Source: W. Burgard]


## Feature-based sampling

- try to find important points
- decrease the number of correspondences
- higher efficiency and higher accuracy
- requires preprocessing

[Source: W. Burgard]
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## ICP Variants

- Point subsets (from one or both point sets)
- Weighting the correspondences
- Data association
- Rejecting certain (outlier) point pairs, e.g., Trimmed ICP rejects a \%

Where do these 3D points come from?

## Let's look into stereo reconstruction

## Stereo



Public Library, Stereoscopic Looking Room, Chicago, by Phillips, 1923

[Source: N. Snavely]
Raquel Urtasun (TTI-C)
Feb 7, 2013

## Stereo

- Stereo matching is the process of taking two or more images and estimating a 3D model of the scene by finding matching pixels in the images and converting their 2D positions into 3D depths
- We perceived depth based on the difference in appearance of the right and left eye.
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## Epipolar Geometry



- Pixel in one image $\mathbf{x}_{0}$ projects to an epipolar line segment in the other image
- The segment is bounded at one end by the projection of the original viewing ray at infinity $\mathbf{p}_{\infty}$ and at the other end by the projection of the original camera center $\mathbf{c}_{0}$ into the second camera, which is known as the epipole $\mathbf{e}_{1}$.
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## Epipolar Plane


[Source: Ramani]

## Pensils of Epipolar Lines


[Source: Ramani]

## Computation of Fundamental Matrix



- F can be computed from correspondences between image points alone
- No knowledge of camera internal parameters required
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