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## Readings

- Chapter 2.1, 3.6, 4.3 and 6.1 of Szeliski's book
- Chapter 1 of Forsyth \& Ponce


## What did we see in class last week?

## What is the geometric relationship between these images?


[Source: N. Snavely]

## What is the geometric relationship between these images?



Very important for creating mosaics!
[Source: N. Snavely]

## Image Warping

- Image filtering: change range of image

$$
g(x)=h(f(x))
$$





- Image warping: change domain of image

$$
g(x)=f(h(x))
$$


[Source: R. Szeliski]

## Parametric (global) warping


$p=(x, y)$


$p^{\prime}=\left(x^{\prime}, y^{\prime}\right)$

- Transformation $T$ is a coordinate-changing machine:

$$
p^{\prime}=T(p)
$$

- What does it mean that T is global?
- Is the same for any point p
- Can be described by just a few numbers (parameters)
[Source: N. Snavely]


## Forward and Inverse Warping

- Forward Warping: Send each pixel $f(x)$ to its corresponding location $\left(x^{\prime}, y^{\prime}\right)=T(x, y)$ in $g\left(x^{\prime}, y^{\prime}\right)$
procedure forwardWarp $(f, \boldsymbol{h}$, out $g)$ :
For every pixel $x$ in $f(x)$

1. Compute the destination location $\boldsymbol{x}^{\prime}=\boldsymbol{h}(\boldsymbol{x})$.
2. Copy the pixel $f(\boldsymbol{x})$ to $g\left(\boldsymbol{x}^{\prime}\right)$.

- Inverse Warping: Each pixel at the destination is sampled from the original image
procedure inverseWarp $(f, \boldsymbol{h}$, out $g)$ :
For every pixel $\boldsymbol{x}^{\prime}$ in $g\left(\boldsymbol{x}^{\prime}\right)$

1. Compute the source location $x=\hat{h}\left(x^{\prime}\right)$
2. Resample $f(\boldsymbol{x})$ at location $\boldsymbol{x}$ and copy to $g\left(\boldsymbol{x}^{\prime}\right)$

## All 2D Linear Transformations

Linear transformations are combinations of

- Scale,
- Rotation
- Shear
- Mirror

$$
\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

[Source: N. Snavely]
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- Origin maps to origin
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## What about the translation?

[Source: N. Snavely]

## All 2D Linear Transformations
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What about the translation?
[Source: N. Snavely]

## Affine Transformations

Affine transformations are combinations of

- Linear transformations, and
- Translations

$$
\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
w
\end{array}\right]=\left[\begin{array}{lll}
a & b & c \\
d & e & f \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
w
\end{array}\right]
$$

Properties of affine transformations:

- Origin does not necessarily map to origin
- Lines map to lines
- Parallel lines remain parallel
- Ratios are preserved
- Closed under composition
[Source: N. Snavely]


## Projective Transformations

- Affine transformations and Projective warps

$$
\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
w^{\prime}
\end{array}\right]=\left[\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
w
\end{array}\right]
$$

Properties of affine transformations:

- Origin does not necessarily map to origin
- Lines map to lines
- Parallel lines do not necessarily remain parallel
- Ratios are not preserved
- Closed under composition
[Source: N. Snavely]


## 2D Image Tranformations



| Transformation | Matrix | \# DoF | Preserves | Icon |
| :--- | :--- | :--- | :--- | :--- |
| translation | $[\boldsymbol{I} \mid \boldsymbol{t}]_{2 \times 3}$ | 2 | orientation |  |
| rigid (Euclidean) | $[\boldsymbol{R} \mid \boldsymbol{t}]_{2 \times 3}$ | 3 | lengths |  |
| similarity | $[s \boldsymbol{R} \mid \boldsymbol{t}]_{2 \times 3}$ | 4 | angles |  |
| affine | $[\boldsymbol{A}]_{2 \times 3}$ | 6 | parallelism |  |
| projective | $[\tilde{\boldsymbol{H}}]_{3 \times 3}$ | 8 | straight lines |  |

- These transformations are a nested set of groups
- Closed under composition and inverse is a member


## Computing transformations

Given a set of matches between images $A$ and $B$

- How can we compute the transform T from A to B ?
- Find transform T that best agrees with the matches

[Source: N. Snavely]


## Least squares formulation

- For each point $\left(x_{i}, y_{i}\right)$ we have

$$
\begin{aligned}
& x_{i}+x_{t}=x_{i}^{\prime} \\
& y_{i}+y_{t}=y_{i}^{\prime}
\end{aligned}
$$

- We define the residuals as

$$
\begin{aligned}
& r_{x_{i}}\left(x_{t}\right)=x_{i}+x_{t}-x_{i}^{\prime} \\
& r_{y_{i}}\left(y_{t}\right)=y_{i}+y_{t}-y_{i}^{\prime}
\end{aligned}
$$
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## Matrix Formulation

- We can also write as a matrix equation

$$
\begin{gathered}
{\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
1 & 0 \\
0 & 1 \\
\vdots \\
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{t} \\
y_{t}
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{\prime}-x_{1} \\
y_{1}^{\prime}-y_{1} \\
x_{2}^{\prime}-x_{2} \\
y_{2}^{\prime}-y_{2} \\
\vdots \\
x_{n}^{\prime}-x_{n} \\
y_{n}^{\prime}-y_{n}
\end{array}\right]} \\
\underset{2 n \times 2}{\mathbf{A}} \\
\underset{2 \times 1}{\mathbf{t}}=\underset{2 n \times 1}{\mathbf{0}}
\end{gathered}
$$

- Solve for $\mathbf{t}$ by looking at the fixed-point equation


## Affine Transformations
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## Affine Transformation Cost Function

- We can write the residuals as

$$
\begin{aligned}
r_{x_{i}}(a, b, c, d, e, f) & =\left(a x_{i}+b y_{i}+c\right)-x_{i}^{\prime} \\
r_{y_{i}}(a, b, c, d, e, f) & =\left(d x_{i}+e y_{i}+f\right)-y_{i}^{\prime}
\end{aligned}
$$

- Cost function

$$
C(a, b, c, d, e, f)=\sum_{i=1}^{N}\left(r_{x_{i}}(a, b, c, d, e, f)^{2}+r_{y_{i}}(a, b, c, d, e, f)^{2}\right)
$$
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## Matrix form

$$
\left[\begin{array}{cccccc}
x_{1} & y_{1} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & x_{1} & y_{1} & 1 \\
x_{2} & y_{2} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & x_{2} & y_{2} & 1 \\
& & \vdots & & \\
x_{n} & y_{n} & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & x_{n} & y_{n} & 1
\end{array}\right]\left[\begin{array}{c}
a \\
b \\
c \\
d \\
e \\
f
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{\prime} \\
y_{1}^{\prime} \\
x_{2}^{\prime} \\
y_{2}^{\prime} \\
\vdots \\
x_{n}^{\prime} \\
y_{n}^{\prime}
\end{array}\right]
$$

[Source: N. Snavely]

## General Formulation

- Let $x^{\prime}=f(x ; p)$ be a parametric transformation
- In the case of translation, similarity and affine, there is a linear relationship between the amount of motion $\Delta x=x^{\prime}-x$ and the unknown parameters

$$
\Delta x=x^{\prime}-x=J(x) p
$$

with $\mathbf{J}=\frac{\partial f}{\partial p}$ is the Jacobian of the transformation $\mathbf{f}$ with respect to the motion parameters $\mathbf{p}$

## General Formulation

- Let $x^{\prime}=f(x ; p)$ be a parametric transformation
- In the case of translation, similarity and affine, there is a linear relationship between the amount of motion $\Delta x=x^{\prime}-x$ and the unknown parameters

$$
\Delta x=x^{\prime}-x=\mathbf{J}(x) \mathbf{p}
$$

with $\mathbf{J}=\frac{\partial f}{\partial p}$ is the Jacobian of the transformation $\mathbf{f}$ with respect to the motion parameters $\mathbf{p}$

## General Formulation

| Transform | Matrix | Parameters p | Jacobian $J$ |
| :---: | :---: | :---: | :---: |
| translation | $\left[\begin{array}{lll}1 & 0 & t_{x} \\ 0 & 1 & t_{y}\end{array}\right]$ | $\left(t_{x}, t_{y}\right)$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| Euclidean | $\left[\begin{array}{ccc}c_{\theta} & -s_{\theta} & t_{x} \\ s_{\theta} & c_{\theta} & t_{y}\end{array}\right]$ | $\left(t_{x}, t_{y}, \theta\right)$ | $\left[\begin{array}{ccc}1 & 0 & -s_{\theta} x-c_{\theta} y \\ 0 & 1 & c_{\theta} x-s_{\theta} y\end{array}\right]$ |
| similarity | $\left[\begin{array}{ccc}1+a & -b & t_{x} \\ b & 1+a & t_{y}\end{array}\right]$ | $\left(t_{x}, t_{y}, a, b\right)$ | $\left[\begin{array}{cccc}1 & 0 & x & -y \\ 0 & 1 & y & x\end{array}\right]$ |
| affine | $\left[\begin{array}{ccc}1+a_{00} & a_{01} & t_{x} \\ a_{10} & 1+a_{11} & t_{y}\end{array}\right]$ | $\left(t_{x}, t_{y}, a_{00}, a_{01}, a_{10}, a_{11}\right)$ | $\left[\begin{array}{llllll}1 & 0 & x & y & 0 & 0 \\ 0 & 1 & 0 & 0 & x & y\end{array}\right]$ |

- Let's do a couple on the board!


## General Formulation

- The sum of square residuals is then

$$
\begin{aligned}
E_{L L S} & =\sum_{i}\left\|\mathbf{J}\left(\mathbf{x}_{i}\right) \mathbf{p}-\Delta \mathbf{x}_{i}\right\|_{2}^{2} \\
& \left.=\mathbf{p}^{T}\left[\sum_{i} \mathbf{J}^{T}\left(\mathbf{x}_{i}\right) \mathbf{J}\left(\mathbf{x}_{i}\right)\right] \mathbf{p}-2 \mathbf{p}^{T}\left[\sum_{i} \mathbf{J}^{T}\left(\mathbf{x}_{i}\right) \Delta \mathbf{x}_{i}\right)\right]+\sum_{i}\left\|\Delta \mathbf{x}_{i}\right\|_{2}
\end{aligned}
$$
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- Solve using iteratively reweighted least squares (IRLS)
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[Source: N. Snavely]
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## How big is the number of samples?

- For alignment, depends on the motion model
- Each sample is a correspondence (pair of matching points)

| Transformation | Matrix | \# DoF | Preserves | Icon |
| :--- | :--- | :--- | :--- | :--- |
| translation | $[\boldsymbol{I} \mid \boldsymbol{t}]_{2 \times 3}$ | 2 | orientation | $\square$ |
| rigid (Euclidean) | $[\boldsymbol{R} \mid \boldsymbol{t}]_{2 \times 3}$ | 3 | lengths |  |
| similarity | $[s \boldsymbol{R} \mid \boldsymbol{t}]_{2 \times 3}$ | 4 | angles |  |
| affine | $[\boldsymbol{A}]_{2 \times 3}$ | 6 | parallelism | $\square$ |
| projective | $[\tilde{\boldsymbol{H}}]_{3 \times 3}$ | 8 | straight lines | $\square$ |
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Next class ... more on cameras and projection

