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Overview

Recall: In our lecture on linear regression, we saw that we could make the

model more powerful using basis functions (features).
We want to learn features instead of hand-designing them.
We will see how backpropagation can be used to learn them.
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Overview

We can represent these features with a neural net:

G! 'g; !G

Note the following correspondences:

input units <= inputs x
first layer weights and nonlinearities <= mapping ¢
hidden unit activations <= feature representation ¢(x)
second layer weights <= weights w
output unit <= prediction y
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Overview

Now we want to learn the bottom layer weights as well, i.e. learn the

features.
Recall from last lecture's example that we work backwards through the

computation graph to compute derivatives.

dwy dz dy

(w

oC dC dC
-— -—

Now we're just doing the same thing, but with a bigger computation
graph!
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An Example of a Neural Net

Network to classify handwritten digits.
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|
An Example of a Neural Net

Input representation of a digit : 784 dimensional vector.
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An Example of a Neural Net

Each first-layer hidden unit computes o(w; x)

Here is one of the weight vectors (also called a feature).

It's reshaped into an image, with gray = 0, white = +, black = -.
T

To compute w; x, multiply the corresponding pixels, and sum the result.
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|
An Example of a Neural Net

There are 256 first-level features total. Here are some of them
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An example of a Neural Net

Note: linear and nonlinear hidden units typically serve different purposes.
We'll talk about this in more detail next week.

@ Nonlinear hidden units allow the network to compute more complex
functions (like in the digit classification example).
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An example of a Neural Net

Note: linear and nonlinear hidden units typically serve different purposes.
We'll talk about this in more detail next week.

@ Nonlinear hidden units allow the network to compute more complex
functions (like in the digit classification example).

@ Linear hidden units can't increase a network’s representational power,
since the composition of linear functions is linear.
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An example of a Neural Net

Note: linear and nonlinear hidden units typically serve different purposes.
We'll talk about this in more detail next week.

@ Nonlinear hidden units allow the network to compute more complex
functions (like in the digit classification example).

@ Linear hidden units can't increase a network’s representational power,
since the composition of linear functions is linear.

o Instead, they're typically used for dimensionality reduction, i.e. reducing
the number of trainable parameters. We'll see an example next week
when we discuss neural language models.
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Question 1: Backprop Example

Now let's work through a backprop example with numbers.

The hidden layer consists of rectified linear units. As a refresher,

h,' = max(z,-, 0) T
dhi [ 1 ifz>0 h /
dZ,'_ 0 le,SO m—
0 Z —
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Question 1: Backprop Example

Data: x =(1,2), t =1.

Parameters : W : 2 X 2 matrix, v : 2-dimensional vector.
Each hidden unit has the rectified linear non-linearity. h = max(0, z)
Output unit is linear. Loss function: C = %(y —t)2
Compute the following -

@ The input to each hidden unit. z; = ZJQ-:lXjVV,-j.

@ Output from each hidden unit. h; = max(0, z;).
@ Input to the output unit. y = Z?:I vihj.
_1 2
® Loss. C = 5(y—t).
@ Derivative of loss w.r.ty : ?T}C, =y—t
@ Derivative of loss w.r.t h; : gf = % gf;
i i
@ Derivative of loss w.r.t z; : g—zc = g—fa—g’
1 1 1
ivati .. 9C _ 2 9C 9z
@ Derivative of loss w.r.t x; : o 2lie1 9z 8)<J’
H H oC a9C 09z
(] .r. i - = 7
Derivative of loss w.r.t W oW, = oz W, _,
@ Derivative of loss w.r.t v; : g‘f = % gi
i i
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Question 1: Backprop Example

Forward pass:

Z1 =

zZ] =

=1-14+-2.2=-3

Wiixi + Wiaxa
-1-141-2=1
Wa1x1 + Wiaxa

h1 = max(z,0) =1

hy = max(z,0) =0

y =

vihy + vahy

=3.1+-1-0=3

Loss and loss derivative:

1 2
=(y—t2=2
20 )

— =y —t=2

Oy
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Activation derivatives:

ocC

ohy

ocC

ohy

aC

oz

ocC

0z
=-2.0=0

oC oy
dy ohy
oc

oC 8h1
8h1 821

=6-1=6

oc on,
Ohy Oz
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— Wi + — W
021 + 025 21
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Question 1: Backprop Example

Weight derivatives:

oc _oc oy
ovy Jdy 0vq

9C _ 9C 9y
Ovo Jdy Ovp

ocC 0C 0z
oW 0z1 OWq1

oC
OWis

oC
oW

ocC
OWa»
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-
Question 1: Backprop Example

You should go back through this example and think about which quantities were
required to compute which other quantities. Some observations:

@ You first do the feed-forward pass, then compute C/dy, then backpropagate the
derivatives.

@ The update to the weight connecting unit A to unit B requires the activation of A
and the backpropagated derivative for the input to B.

@ We never actually used the value of the loss C for anything. But it's really cheap
to compute during training, since the cost of computing activations is shared
between the loss and gradient computations.

@ We never used the input derivatives 9C/0x; either. We'll see a pretty neat use for
these when we talk about convolutional nets.

Some other things you might have noticed:

@ A lot of the derivatives turn out to be 0. This “sparsity” property results from
using linear rectification as the nonlinearity.

@ Some of the derivatives are much larger than any of the weights, or activations,
e.g. 0C/OWip = 12. This is a result of numbers getting multiplied together as we
propagate the derivatives. This is a preview of the “exploding gradient”
phenomenon we’ll discuss later.
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Question 2: vectorized computations

On the left are the computations performed by the network. Write them in
terms of matrix and vector operations. Let o(v) denote the logistic
sigmoid function applied elementwise to a vector v. Let W be a matrix
where the (/,j) entry is the weight from visible unit j to hidden unit /.

zi =) wyx
j
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Question 2: vectorized computations

On the left are the computations performed by a network. Write them in
terms of matrix and vector operations. Let o(v) denote the logistic
sigmoid function applied elementwise to a vector v. Let W be a matrix
where the (/,j) entry is the weight from visible unit j to hidden unit /.

z =) wyx
j

z = Wx
h; = U(Z,') h= O'(Z)
y= Z vihi y=v'h
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Question 2: vectorized computations

Now, on the left we have the gradients computed during backpropagation.
Write them in terms of matrix and vector operations. Recall that the (i, )
entry of W is the weight connecting visible unit j to hidden unit /. Let

o’(v) denote the derivative of the sigmoid function applied elementwise to

v. Denote elementwise multiplication by o.

oc _ , 9¢C
ov; "y
oc  oC
or ~"ay
gg = Ul(zi)gli
oC oC

—_— = X;—
8W,'j Jaz,'
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Question 2: vectorized computations

Now, on the left we have the gradients computed during backpropagation.
Write them in terms of matrix and vector operations. Recall that the (i, )
entry of W is the weight connecting visible unit j to hidden unit /. Let
o’(v) denote the derivative of the sigmoid function applied elementwise to
v. Denote elementwise multiplication by o.

oc _,0¢

ovi 'y v,c = 2%

oc _o¢ Oy

ohj Oy VinC = ac,,

oc , 0C dy

dz; _U(z')ah,- V.C =0'(z) o Vi C
oc _ 9¢ VwC = (V.CO)x"

—_— = X;—
aW,'j Jaz,'
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Question 2: vectorized computations

Note: the vectorized operations we just derived are better than working
with scalars, but they still don't give an efficient implementation.

@ It considers only one training case at a time, so if we implemented it
in Python, we would need to do a for loop over training cases!

@ In Assignment 1, we'll use matrices to represent the activations of all
the units in a layer for an entire batch of training cases. You'll derive
the update rules in matrix form. You should use the same strategies
we used in solving this problem.

Roger Grosse and Nitish Srivastava CSC321 Lecture 6 Backpropagation January 22, 2015 19 /19



