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Abstract Fazly and Stevenson, 2006). These studies look
into properties, such as the collocational behaviour
Much work on idioms has focused on type  of MWES, their semantic non-compositionality, and
identification, i.e., determining whether ase-  their lexicosyntactic fixedness, in order to distin-
quence of words can form an idiomatic ex-  guish them from similar-on-the-surface literal com-
pression. Since an idiom type often has a binations.

literal interpretation as well, token classifi- Most of these methods have been aimed at rec-
cation of potential idioms in contexF is criti- ognizing MWE types; less attention has been paid
cal for NLP. We explore the use of informa- 5 the identification of instances (tokens) of MWES
tive prior knowledge about the overall syn- i, context. For example, most such techniques (if
tactic behaviour of a potentially-idiomatic g ,ccessful) would identifynake a faceas a poten-
expression (type-based knowledge) to de- 5 MwE. This expression is, however, ambiguous
termine whether an instance of the expres-  panyeen an idiom, as ifihe little girl made a funny
sion is used idiomatically or literally (token- ¢5ce 4t her motherand a literal combination, as in
based knowledge). We develop unsuper-  ghe made a face on the snowman using a carrot and
vised methods for the task, and show that 4 pyttons Despite the common perception that
their performance is comparable to that of  nhaqes that can be idioms are mainly used in their
state-of-the-art supervised techniques. idiomatic sense, our analysis&f idioms has shown
otherwise. We found that close to half of these id-
ioms also have a clear literal meaning; and of the ex-

Identification of multiword expressions (MWESs), Pressions with a literal meaning, on average around
such ascar park make a decisignand kick the 40% of their usages are literal. Distinguishing token
bucket is extremely important for accurate naturaPhrases as MWEs or literal combinations of words is
language processing (NLP) (Sag et al., 2002). Modlpus essential for NLP applications that require the
MWES need to be treated as single units of meardentification of multiword semantic units, such as
ing, e.g.,make a decisiomoughly means “decide”. Semantic parsing and machine translation.
Nonetheless, the components of an MWE can be Recent studies addressing MWE token classifi-
separated, making it hard for an NLP system to idercation mainly perform the task as one of word
tify the expression as a whole. Many researchersense disambiguation, and draw on the local con-
have recently developed methods for the automatiext of an expression to disambiguate it. Such
acquisition of various properties of MWESs from cor-techniques either do not use any information re-
pora (Lin, 1999; Krenn and Evert, 2001; Baldwin etgarding the linguistic properties of MWEs (Birke
al., 2003; McCarthy et al., 2003; Venkatapathy anénd Sarkar, 2006), or mainly focus on their non-
Joshi, 2005; Villada Mowh and Tiedemann, 2006; compositionality (Katz and Giesbrecht, 2006). Pre-
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vious work on the identification of MWE types, weight tends to mainly appear in this form when
however, has found other properties of MWESs, suchsed idiomatically. Other forms of the expression,
as their syntactic fixedness, to be relevant to theguch aspull the weights typically are only used
identification (Evert et al., 2004; Fazly and Stevenwith a literal meaning. In their work on automati-
son, 2006). In this paper, we propose techniques theally identifying idiom types, Fazly and Stevenson
draw on this property to classify individual tokens of(2006)—henceforth FSO06—show that an idiomatic
a potentially idiomatic phrase as literal or idiomaticVNC tends to have one (or at most a small number
We also put forward classification techniques thawf) canonical form(s), which are its most preferred
combine such information with evidence from thesyntactic patterns. The preferred patterns can vary
local context of an MWE. across different idiom types, and can involve a num-
We explore the hypothesis that informative prioter of syntactic properties: the voice of the verb (ac-
knowledge about the overall syntactic behaviour dfive or passive), the determiner introducing the noun
an idiomatic expression (type-based knowledge) cdthe one’s etc.), and the number of the noun (singu-
be used to determine whether an instance of tHer or plural). For example, whilpull one’s weight
expression is used literally or idiomatically (token-has only one canonical forrhpld fireandhold one’s
based knowledge). Based on this hypothesis, we diée are two canonical forms of the same idiom, as
velop unsupervised methods for token classificatiodisted in an idiom dictionary (Seaton and Macaulay,
and show that their performance is comparable t8002).
that of a standard supervised method. In our work, we assume that in most cases, id-
Many verbs can be combined with one or more ofomatic usages of an expression tend to occur in a
their arguments to form MWEs (Cowie et al., 1983small number of canonical form(s) for that idiom.
Fellbaum, 2002). Here, we focus on a broadly docWe also assume that, in contrast, the literal usages
umented class of idiomatic MWEs that are formedf an expression are less syntactically restricted, and
from the combination of a verb with a noun in its di-are expressed in a greater variety of patterns. Be-
rect object position, as imake a face In the rest cause of their relative unrestrictiveness, literal us-
of the paper, we refer to these verb+noun combRges may occur in a canonical idiomatic form for
nations, which are potentially idiomatic, as VNCsthat expression, but usages in a canonical form are
In Section 2, we propose unsupervised methods tharore likely to be idiomatic. Usages in alternative
classify a VNC token as an idiomatic or literal usagesyntactic patterns for the expression, which we refer
Section 3 describes our experimental setup, includo as the non-canonical forms of the idiom, are more
ing experimental expressions and their annotatiotikely to be literal. Drawing on these assumptions,
In Section 4, we present a detailed discussion of oiye develop three unsupervised methods that deter-
results. Section 5 compares our work with similamine, for each VNC token in context, whether it has
previous studies, and Section 6 concludes the papean idiomatic or a literal interpretation.

2.2 Statistical Methods

The following paragraphs elaborate on our proposed
We first explain an important linguistic property at-methods for identifying the idiomatic and literal us-
tributed to idioms—that is, their syntactic fixednessages of a VNC: the CForm method that uses knowl-
(Section 2.1). We then propose unsupervised methyge of canonical forms only, and two Diff methods
ods that draw on this property to automatically disghat graw on further contextual evidence as well. All
tinguish between idiomatic and literal usages of afhree methods draw on our assumptions described
expression (Section 2.2). above, that usages in the canonical form for an id-
iom are more likely to be idiomatic, and those in
other forms are more likely to be literal. Thus, for
Idioms tend to be somewhat fixed with respect tall three methods, we need access to the canonical
the syntactic configurations in which they occuform of the idiom. Since we want our token iden-
(Nunberg et al.,, 1994). For examplpull one’s tification methods to be unsupervised, we adopt the

2 Unsupervised Idiom Identification

2.1 Syntactic Fixedness and Canonical Forms



unsupervised statistical method of FS06 for findingosine, to compare co-occurrence vectors.

canonical forms for an idiomatic VNC. This method |, supervised approaches, such as that of Katz and
determines the canonical forms of an expression @jesbrecht (2006), co-occurrence vectors for literal
be those forms whose frequency is much higher thaghq jdiomatic meanings are formed from manually-
the average frequency of all its forms. annotated training data. Here, we propose unsuper-
CForm: The underlying assumption of thisVised methods for estimating these vectors. We use

method is that information about the canonicaPn€ way of estimating the idiomatic meaning of an
form(s) of an idiom type is extremely informative expression, and two ways for estimating its literal
in classifying the meaning of its individual instancegN€aning, yielding two methods for token classifica-
(tokens) as literal or idiomatic. OWEForm classi- 10N

fies a token as idiomatic if it occurs in the automat- Our first Diff method draws further on our expec-
ically determined canonical form(s) for that exprestation that canonical forms are more likely idiomatic
sion, and as literal otherwise. usages, and non-canonical forms are more likely lit-
eral usages. We estimate the idiomatic meaning of

Diff: Our two Diff methods combine local con- an expression by building a co-occurrence vector
text information with knowledge about the canon-, P y g '

) . L ¥r-cr, for all uses of the expression in its auto-
ical forms of an idiom type to determine if its to- : . . .

) . . . matically determined canonical form(s). Since we
ken usages are literal or idiomatic. In developin

(‘ﬁypothesize that idiomatic usages of an expression

these methods, we adopt a distributional approag o .
) ) ) end to occur in its canonical form, we expect these
to meaning, where the meaning of an expression IS

approximated by the words with which it co-occurLo-oceurrence vectors to be largely representative of

(Firth, 1957). Although there may be fine-grainec}he.ldlomanc usage of thg expression. We. similarly
estimate the literal meaning by constructing a co-

differences in meaning across the idiomatic usages ~,
. o occurrence vectoi,-yer, of all uses of the expres-
of an expression, as well as across its literal usages, . . .
- . . Sibn in its non-canonical forms. We use the term
we assume that the idiomatic and literal usages cor-. i
: iff ;-cr -~ oF to refer to this method.
respond to two coarse-grained senses of the expres- ’ _
sion. Since we further assume these two groups Our second Diff method also uses the vector
of usages will have more in common semantically’-cr t0 estimate the idiomatic meaning of an ex-
pression will typically occur with different sets of Meanings are compositional. The literal meaning of
words. We will refer then to each of the literal and@n expression is thus estimated by composing (sum-
idiomatic designations as a (coarse-grained) meafling and then normalizing) the co-occurrence vec-
ing of the expression, while acknowledging tha{ors_ for its component words. The_ resulting vec-
each may have multiple fine-grained senses. Clearkpr is referred to asii-comp, and this method as
the success of our method depends on the extentlffr-cF,L-comp-
which these assumptions hold. For both Diff methods, if the meaning of
We estimate the meaning of a set of usages of an instance of an expression is determined to
expressiore as a word frequency vectaf, where be more similar to its idiomatic meaning (e.g.,
each dimension of v, is the frequency with which cosine (0, ¥7-cr) > cosine (¥, U-ncr)), then
e co-occurs with word across the usages ef We we label it as an idiomatic usage. Otherwise, it is
similarly estimate the meaning of a single token ofabeled as literal.
an expression as a vectorw; capturing that usage.
To'dgterm_me if an mstancg of an expression is literal 1,y 21c0 o performed experiments using a KNN classifier
or idiomatic, we compare its co-occurrence vector t@ which the co-occurrence vector for a token was compared
the co-occurrence vectors representing each of tlagainst the co-occurrence vectors for the canonical and non-
. . . . . canonical forms of that expression, which were assumed to
literal and idiomatic meanings of the expression. W

e A Be idiomatic and literal usages respectively. However, perfor-
use a standard measure of distributional similaritynance was generally worse using this method.



Note that all three of our proposed techniques fonsage in their judgment; they were not to use the un-
token identification depend on how accurately th&nown label for intermediate cases. Figurative ex-
canonical forms of an expression can be acquiretensions of literal meanings were classified as literal
FSO06’s canonical form acquisition technique, whiclif their overall meaning was judged to be fairly trans-
we use here, works well if the idiomatic usage oparent, as irvou turn right when wéit the road at
a VNC is sufficiently frequent compared to its lit-the end of this tracKtaken from the BNC). Some-
eral usage. In our experiments, we examine thimes an idiomatic usage, such had wordsin |
performance of our proposed classification methodsas in a bad mood, and he kept pestering me, so
for VNCs with different proportions of idiomatic-to- we had words is somewhat directly related to its

literal usages. literal meaning, which is not the case for more se-
mantically opaque idioms such &g the roof The
3 Experimental Setup above sentence was classified as idiomatic since the

. _ ) idiomatic meaning is much more salient than the lit-
3.1 Experimental Expressions and Annotation g meaning.

We use data provided by FS06, which consists of a Based on the primary judge’s annotations, we re-
list of VNCs and their canonical forms. From thismoved expressions with fewer thaninstances of
data, we discarded expressions whose frequencyeﬁher of their literal or idiomatic meanings, leav-
the British National Corpds(BNC) is lower than ing 28 expressions. The remaining expressions were
20, in an effort to make sure that there would be litthen split into developmentgv) and test (EST)
eral and idiomatic usages of each expression. TIsgts of 14 expressions each. The data was divided
frequency cut-off further ensures an accurate estpuch thatbev and TEST would be approximately
mate of the vectors representing each of the liequal with respect to the frequency, and proportion
eral and idiomatic meanings of the expression. Wef idiomatic-to-literal usages, of their expressions.
also discarded expressions that were not found in Before consensus annotationgEv and TEST con-
least one of two dictionaries of idioms (Seaton anépined a total o813 and743 tokens, respectively.
Macaulay, 2002; Cowie et al., 1983). This process A second human judge, also a native English-
resulted in the selection 6D candidate expressions. speaking author of this paper, then annotabe
For each of thes60 expressions100 sentences andTEST. The observed agreement and unweighted
containing its usage were randomly selected frofk@ppa score OITEST were 76% and 0.62 respec-
the automatically parsed BNC (Collins, 1999), usindively. The judges discussed tokens on which they
the automatic VNC identification method describedlisagreed to achieve a consensus annotation. Final
by FS06. For an expression which occurs less thanotations were generated by removing tokens that
100 times in the BNC, all of its usages were exteceived the unknown label as the consensus anno-
tracted. Our primary judge, a native English speakd@tion, leavingpev andTEsT with a total of573 and
and an author of this paper, then annotated each U&& tokens, and an average 4f and43 tokens per
of each candidate expression as one of literal, ixpression, respectively.
iomatic, or unknown. When annotating a token, th
judge had access to only the sentence in which it o
curred, and not the surrounding sentences. If thid/e create co-occurrence vectors for each expression
context was insufficient to determine the class of th# our study from counts in the BNC. We form co-
expression, the judge assigned the unknown label.occurrence vectors for the following items.
Idiomaticity is not a binary property, rather it is
known to fall on a continuum from completely se-
mantically transparent, or literal, to entirely opague, o The target expression in its automatically deter-
or idiomatic. The human annotators were required  mined canonical form(s)
to pick the label, literal or idiomatic, that best fit the

%_.2 Creation of Co-occurrence Vectors

e Each token instance of the target expression

e The target expression in its non-canonical
Zhttp://www.natcorp.ox.ac.uk form(s)



e The verb in the target expression Method YAcc  (WRER)

Baseline 61.9 -
e The noun in the target expression Unsupervised Diff;-cr, 1-comp 67.8  (15.5)
Diffr-cr, r-nvor  70.1 (21.5)
The co-occurrence vectors measure the frequency CForm 724  (27.9
with which the above items co-occur with each of Supervised 1NN 724 (27.6)
1000 content bearing words the same sentence. SNN 762 (379

The content bearing words were chosen to be the

most frequent words in the BNC which are used agable_ 1:Macro-averaged accuracy @ec) and relative error
.. . reduction (¥RER) OVErTEST.

a noun, verb, adjective, adverb, or determiner. Al-

though determiners are often in a typical stoplist, we

felt it would be beneficial to use them here. Determanually-annotated data. Results reported in Sec-

miners have been shown to be very informative iions 4.1 and 4.2 are oresT (results onDEV have

recognizing the idiomaticity of MWE types, as theyvery similar trends). Section 4.3 then examines the

are incorporated in the patterns used to automagperformance of the unsupervised methods on ex-

cally determine canonical forms (Fazly and Steverpressions with different proportions of idiomatic-to-

son, 2006} literal usages. This section presents resultsBsT

andDEV combined, as explained below.
3.3 Evaluation and Baseline

Our baseline for comparison is that of always pre4-1 Overall Performance

dicting an idiomatic label, the most frequent clas§aple 4.1 shows the macro-averaged accuracy on
in our development data. We also compare our URgsT of our three unsupervised methods, as well as
supervised methods against the supervised methgght of the baseline and the two supervised methods
proposed by Katz and Giesbrecht (2006). In thigor comparison (see Section 3.3). The best super-
study, co-occurrence vectors for the tokens wergised performance and the best unsupervised perfor-
formed from uses of a German idiom manually anmance are indicated in boldface. As the table shows,
notated as literal or idiomatic. Tokens were classiy|| three unsupervised methods outperform the base-
fied in a leave-one-out methodology usitigearest |ine, confirming that the canonical forms of an ex-
neighbours, wittk: = 1. We report results using this pressjon, and local context, are both informative in
method (NN) as well as one which considers a tojjstinguishing literal and idiomatic instances of the
ken’s 5 nearest neighbour$X(N). In all cases, we expression.

report the accuracy macro-averaged across the ex-The table also shows thadiff ;- cF. L-NCF Per-

perimental expressions. forms better thaiff ;- cp, 1-comp. This suggests
that estimating the literal meaning of an expression
using the non-canonical forms is more accurate than

In Section 4.1, we discuss the overall performancgSing the composed vectal;-com,. In Section 4.2
of our proposed unsupervised methods. Section 4% find more evidence for this. Another interesting

explores possible causes of the differences observeservation is thaCForm has the highest perfor-
in the performance of the methods. We examing'ance (among unsupervised methods), very closely

our estimated idiomatic and literal vectors, and com@llowed byDiff;-cr, r-ncr. These results confirm
pare them with the actual vectors calculated frorRur hypothesis that canonical forms—which reflect
the overall behaviour of a VNC type—are strongly
3We also consideretl) and20 word windows on either side jnformative about the class of a token, perhaps even

of the target expression, but experiments on development d _
indicated that using the sentence as a window performed bett lore So than the local context of the token. Im

“We employed singular value decomposition (Deerwester fortantly, this is the case even though the canonical
al.,, 1990) to reduce the dimensionality of the co-occurrencfgrms that we use are imperfect knowledge obtained

vectors. This had a negative effect on the results, likely be; . :
cause information about determiners, which occur frequentl?u'[omatlcally through an unsupervised method.

with many expressions, is lost in the dimensionality reduction.  Our results using NN, 72.4%, are comparable

4 Experimental Results and Analysis



Vectors cosine  Vectors cosine lar to the latter). These results suggest that the vector
@iam anddy; .55 composed of the context vectors for the constituents

vr-cr and Z“j ';g vr-cr and ziﬁ"" 'Zg of an expression may not always be the best estimate

- and a; . - andd; g, . . . . . .
“LoNow BT T cLovor TR of the literal meaning of the expressidrGiven this
UL-Comp and ay;; 72 VUL-Comp anda; g, .76

observation, the overall better-than-baseline perfor-

o mance oDiff;-cp - might seem unjustified at
Table 2:Average similarity between the actual vectatsgnd . 1-CF,L-Comp MIGNL unj
the estimated vectorsY, for the idiomatic and literal meanings. & first glance. However, we believe this performance

is mainly due to an accurate estimatevpfoy .

to those of Katz and Giesbrecht (2006) using thig 3 performance Based on Class Distribution
method on their German datz2(t). However, their o
baseline is slightly lower than ours &%, and We further divide our28 DEV and TEST expres-

they only report results for expression witf67 in- sions according to their proportion of idiomatic-to-

stances. Interestingly, our best unsupervised resultiéral usages, as determined by the human annota-
are in line with the results usingNN and not sub- tors. In order to have a sufficient number of expres-

stantially lower than the results usiBgyN. sions in each group, here we memev andTEST
(we refer to the new set asT). DTy, contains

4.2 A Closer Look into the Estimated Vectors 17 expressions witl65%—90% of their usages be-

, , . - .ing idiomatic—i.e., their idiomatic usage is domi-
In this section, we compare our estimated idiomatic ; . .
. . fant. DTy, containsll expressions witl8%—58%

and literal vectors with the actual vectors for these . low L o i
of their occurrences being idiomatic—i.e., their id-
usages calculated from manually-annotated data, _.. . .
I0matic usage is not dominant.

Such a comparison helps explain some of the differ- Table 4.3 shows the average accuracy of all the

ences we observed in the performance of the metpﬁetho ds on these tWo arouns of expressions. with
ods. Table 4.2 shows the similarity between the estj- group P ’

mated and actual vectors representing the idiomatige best performance on each group shown in bold-

and literal meanings, averaged over HeTESTex- oo OnbTy,,,, DO Diff - o, 1-nor and CForm

. outperform the baseline, wit€Form having the
pressions. Actual vectors, referred to@gg,, and . .
5 - . . highest reduction in error rate. The two methods per-
daye, are calculated over idiomatic and literal usage

of the expressions as determined by the human af]o_rm similarly to each other opTy,,,,, though note

i . . - that the error reduction o€ Form is more in line
notations. Estimated vector$;-cr, vUr-cr, and

V.- , are calculated using our methods describe\% . . L
VL~ Comp g that even for VNCs whose idiomatic meaning is

in Section 2.2. . : . .
. . not dominant—i.e., those inT;,,  —automatically-
For comparison purposes, the first row of Ta- . . ow . .
L acquired canonical forms can help with their token
ble 4.2 shows the average similarity between the

- . . - o Classification.
actual idiomatic and literal vectorsi;s,, and ay;. An int " b tion in Table 4.3 is th
These vectors are expected to be very dissimilar, " |_nterets mgf observa 'g_]ffm able - ,:E €
hence the low averagesine between them serves ' 'cON=IStent periormance @ntl;-cr, 1-comp- €

as a baseline for comparison. We now look into thg‘nettho? has ?hveri/hpo?\:\lperformanc_em(?high ﬂ? u(';
relative similarity of each estimated vectaf;-cr, outperforms the other two unsupervised methods on

F1-Crs T1-Comp, With these two vectors. DTy, . ASwe _n(_)ted e_arller in .Sectlon 2.2, the more

frequent the idiomatic meaning of an expression,

The second row of the table shows that, as de: . . .

. . - . : he more reliable the acquired canonical forms for
sired, our estimated idiomatic vectal-cr, is no-

tably more similar to the actual idiomatic vector thanthat expression. Since the performanceCform

to the actual literal vector. Alsoy.-ycr iS more and Diff;-cr, L-yor depends highly on the accu
- . ajacy of the automatically acquired canonical forms,

similar to the actual literal vector than to the actual ", .

- . . . It is not surprising that these two methods perform

idiomatic vector (third row). Surprisingly, however,

ith its performance omTy,, , . These results show

UL-Comp 1S someWhat _S|m||ar_ t.O bpth actual “t?r"fll >This was also noted by Katz and Giesbrecht (2006) in their
and idiomatic vectors (in fact it is slightly more simi- second experiment.



Method DT Ly DTl context, in determining the class of an MWE token.

Baseline 81.4() 35.0() The supervised classifier of Patrick and Fletcher
unsuper- - Diffj-cr, 1-comp 731 (-44.6)  58.6(36.3) 5045y gistinguishes between compositional and
vised Dlﬁ'[-cp, L-NCF 82.3 (48) 52.7 (272) .. . .

CForm 847(17.7 53.4(28.3) non-cpmposﬂmnal Engl_lsh ve_rp-pa_rtlcle con-
Super-  INN 783 (-16.7) 658 (47.4) Struction tokens.  Their classifier incorporates
vised 5NN 82.3(4.8) 72.4(57.5 linguistically-motivated features, such as the degree

of separation between the verb and particle. Here,
Table 3: Macro-averaged accuracy oveev andTest, di- We focus on a different class of English MWEs,
vided according to the proportion of idiomatic-to-literal usagesverb+noun combinations. Moreover, by making
a more direct use of their syntactic behaviour, we
worse thanDiff;-cp, .- comp ON VNCs whose id- develop unsupervised token cIa_Lssification methqu
iomatic usage is nof dominant. that perf_orm well. The unsupervised token classifier
The high performance of the supervised meth_Qf Hashl_moto et al. (2006) uses manually-encoded
ods onpTy, . also confirms that the poorer perfor_mformatlon about allowable and non-allowable

mance of the unsupervised methods on these VNéxntactic transformations of Japanese idioms—that
is likely due to the inaccuracy of the canonical form&'€ roughly equivalent to our notions of canonical

extracted for them. Interestingly, when canonica“'fmd non-canonical forms. The rule-based classifier

forms can be extracted with a high accuracy (i.e.Of Uchlyama et al. (2005) incorporates syntac-

: ic information about Japanese compound verbs
for VNCs in b7y, , ) the performance of the unsu-tCCVS()) 2 tvpe of MWE FcJom osed ofptwo verbs
pervised methods is comparable to (or even slightl »abyp posed . :
better than) that of the best supervised method. O & bOth_ cases, alt.hough the classifiers !ncorporate
possible way of improving the performance of unsuSyntactie |nfor_m_at|on about '_V_IWES’ their manual
pervised methods is thus to develop more accura?@vebpmem limits the scalability of the approaches.
techniques for the automatic acquisition of canoni- Uchiyama et al. (2005) also propose a statistical

cal forms. token classification method for JCVs. This method
is similar to ours, in that it also uses type-based
5 Related Work knowledge to determine the class of each token

in context. However, their method is supervised,
Various properties of MWEs have been exploiteQyhereas our methods are unsupervised. Moreover,
in developing automatic identification methods foiychiyama et al. (2005) evaluate their methods on a
MWE types (Lin, 1999; Krenn and Evert, 2001; Faset of JCVs that are mostly monosemous. Here, we
zly and Stevenson, 2006). Much research has aghtentionally exclude such cases from consideration,
dressed the non-compositionality of MWEs as a@nd focus on those MWEs that have two clear id-

important property related to their idiomaticity, andipmatic and literal meanings, and that are frequently
has used it in the classification of both MWE typegsed with either meaning.

and tokens (Baldwin et al., 2003; McCarthy et al.,

2003; Katz and Giesbrecht, 2006). We also makg conclusions

use of this property in an MWE token classification

task, but in addition, we draw on other salient charwhile a great deal of research has focused on prop-

acteristics of MWEs which have been previouslyerties of MWE types, such as their compositional-

shown to be useful for their type classification (Everity, less attention has been paid to issues surround-

et al., 2004; Fazly and Stevenson, 2006). ing MWE tokens. In this study, we have developed
The idiomatic/literal token classification methodgechniques for a semantic classification of tokens of

of Birke and Sarkar (2006) and Katz and Giesbrecta potential MWE in context. We focus on a broadly

(2006) rely primarily on the local context of a to- documented class of English MWES that are formed

ken, and fail to exploit specific linguistic propertiesfrom the combination of a verb and a noun in its

of non-literal language. Our results suggest that suatirect object position, referred to as VNCs. We an-

properties are often more informative than the locaitotated a total of 180 tokens for28 VNCs accord-



ing to whether they are a literal or idiomatic usagejJohn R. Firth. 1957. A synopsis of linguistic theory
and we found that approximatel0% of the to- 1930-1955. IrStudies in Linguistic Analysis (special
kens were literal usages. These figures indicate thatYolume of the Philological Society}-32. The Philo-

¢ tically det S heth VNC token i logical Society, Oxford.
automatically determining whether a oKen ISChikara Hashimoto, Satoshi Sato, and Takehito Utsuro.

used idiomatically or literally is of great importance 5. Japanese idiom recognition: Drawing a line be-
for NLP applications. In this work, we have pro- tween literal and idiomatic meanings. Rroceedings
posed three unsupervised methods that perform suchof the COLING/ACL 2006 Main Conference Poster
a task. Our proposed methods incorporate automati- S€SSioNns353-360.

cally acquired knowledge about the overall syntacti€raham Katz and Eugenie Giesbrecht. 2006. Auto-

. . . matic identification of non-compositional multi-word
behaviour of a VNC type, in order to do token classi- expressions using latent semantic analysis. Pio-

fication. More specifically, our methods draw on the ceedings of the ACL/ICOLING-06 Workshop on Multi-
syntactic fixedness of VNCs—a property which has word Expressions: Identifying and Exploiting Under-
been largely ignored in previous studies of MWE Iying Properties 12-19.

tokens. Our results confirm the usefulness of thigrigitte Krenn and Stefan Evert. 2001. Can we do better
property as incorporated into our methods. All our 1an frequency? A case study on extracting PP-verb

. . collocations. InProceedings of the ACL-01 Workshop
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