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Abstract—As the scale of high-performance computing (HPC) clusters continues to grow, their increasing failure rates and energy consumption levels are emerging as two serious design concerns that are expected to become more challenging in future Exascale systems. Therefore, efficiently running systems at such large scales requires an in-depth understanding of the performance and energy costs associated with different fault tolerance techniques. The most commonly used fault tolerance method is checkpoint/restart. Over the years, checkpoint scheduling policies have been traditionally optimized and analysed from a performance perspective. Understanding the energy profile of these policies or how to optimize them for energy savings (rather than performance), remain not very well understood.

In this paper, we provide an extensive analysis of the energy/performance tradeoffs associated with an array of checkpoint scheduling policies, including policies that we propose, as well as a few existing ones in the literature. We estimate the energy overhead for a given checkpointing policy, and provide simple formulas to optimize checkpoint scheduling for energy savings, with or without a bound on runtime. We then evaluate and compare the runtime-optimized and energy-optimized versions of the different methods using trace-driven simulations based on failure logs from 10 production HPC clusters. Our results show ample room for achieving high energy savings with a low runtime overhead when using non-constant (adaptive) checkpointing methods that exploit characteristics of HPC failures. We also analyze the impact of energy-optimized checkpointing on the storage subsystem, identify policies that are more optimal for I/O savings, and study how to optimize for energy with a bound on I/O time.
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I. INTRODUCTION

The efficient design and operation of large-scale, high-performance computing (HPC) clusters requires a good understanding of how to balance different design tradeoffs between performance, reliability, and energy-efficiency. As HPC installations continue to grow in scale and complexity, capturing the interplay between these key design factors in production environments becomes increasingly difficult, and is expected to be more challenging in future Exascale platforms. Among the most serious issues facing HPC systems are their increasing failure rates and energy consumption levels. This means that the design and optimization of fault tolerance methods requires an understanding of their performance impact, as well as their energy cost, and all possible tradeoffs that result when these methods are used in practice.

The most commonly used method for fault tolerance in tightly-coupled HPC applications is coordinated checkpointing, where a parallel application periodically stops execution to checkpoint its current state. In the case of a failure, the application recovers by restarting from the most recent checkpoint. Traditionally, work on checkpoint policies has been focused on optimizing the application runtime by minimizing the associated overheads, namely the time that is spent writing periodic checkpoints and the time that is spent to recover the lost work in case of a failure.

However, checkpointing policies optimized for application runtime are not necessarily optimal from an energy perspective. For example, while time spent writing a checkpoint and time spent redoing work lost after a failure count equally towards the completion time of the application, they do not affect the power budget in the same way, since writing a checkpoint consumes less energy than doing computation [1]–[4]. Understanding the energy overheads associated with different methods for scheduling checkpoints, as well as how they can be optimized for energy consumption, in combination with their effects on application runtime, are critical, yet not very well understood questions in the HPC community.

While there has been work on reducing the power consumed during an individual checkpoint, e.g. by using DVFS (Dynamic Voltage and Frequency Scaling) during a checkpoint [5], possibly combined with the use of energy-efficient NAND flash memory [6], less attention has been paid to the question of how to schedule checkpoints for energy-efficiency (see Section V for more details).

This paper has multiple contributions. First, we provide a thorough analysis of a wide array of policies for scheduling coordinated checkpoints, using trace-driven simulations based on real world HPC failure logs, to provide a better understanding of their respective energy, performance and I/O tradeoffs. We consider static checkpointing policies, which use a fixed checkpoint interval, as well as a number of more advanced, non-constant checkpointing techniques. We show how each policy can be optimized for energy-efficiency, with or without a bound on application runtime, and explore practical considerations for deployment. Finally, we provide an evaluation of the implications energy optimizations have on the I/O subsystem, and how the impact on the I/O subsystem can be limited.
II. ENERGY AWARENESS IN STATIC CHECKPOINTING

A. Optimizing static checkpoints for energy

Traditionally, the goal behind work on checkpoint scheduling has been to minimize an application’s runtime or completion time. One of the oldest and simplest results is Young’s formula [7], which determines the checkpoint interval based on two input parameters, the Mean Time to Fail (MTTF) in a system, and the checkpoint cost, \( C \) (i.e. the time it takes to write a checkpoint), as follows:

\[
\Delta_{\text{Runtime}} = \sqrt{2 \cdot C \cdot \text{MTTF}}
\]  

(1)

We show in another paper [8] that Young’s formula provides near-optimal results in terms of completion time, which are on-par with more recent, significantly more complex solutions, despite the fact that its derivation relies on a number of simplifying assumptions known to be unrealistic in practice. Young’s formula works by trying to exactly balance the two types of wasted work associated with checkpointing and failure recovery that will delay an application’s completion: the amount of time the application spends writing checkpoints (\( T_{\text{checkpoint}} \)), and the amount of time that is lost after a failure and needs to be recomputed (\( T_{\text{recompute}} \)), i.e. the work that was done since the most recent checkpoint.

The motivation behind this paper is the observation that minimizing wasted time (and hence completion time) does not necessarily minimize the consumed energy. To see why, note that the power \( P_{\text{checkpoint}} \) consumed during checkpointing is lower than the power \( P_{\text{comp}} \) consumed during computation, since the storage system of an HPC installation consumes significantly less power than computation [9].

More precisely, measurements in modern HPC installations suggest that the power consumption during a checkpoint operation compared to idle power \( (P_{\text{idle}}) \) is typically in the 1.05 – 1.15 \( \times P_{\text{idle}} \) range [1]–[3]. The power consumption during HPC computation, on the other hand, was found to be in the 2 – 4 \( \times P_{\text{idle}} \) range [2], [4], depending on the underlying hardware architecture. Furthermore, the difference between power consumed during computation versus idle time is expected to grow in future architectures.

Formally, our goal in this section is to minimize wasted energy \( E_{\text{waste}} \), i.e. energy that is spent either on writing checkpoints (\( E_{\text{checkpoint}} \)) or redoing work that was lost after a failure (\( E_{\text{recompute}} \)), and hence did not directly contribute to an application’s forward progress, for an application running on \( N \) number of nodes:

\[
E_{\text{waste}} = E_{\text{checkpoint}} + E_{\text{recompute}}
= (N \cdot P_{\text{checkpoint}} \cdot T_{\text{checkpoint}}) + (N \cdot P_{\text{comp}} \cdot T_{\text{recompute}})
\]  

(2)

(Note that we do not include in our analysis the time needed to restart an application to the state of the most recent checkpoint, as this time does not depend on the checkpointing interval and hence will be the same for any checkpointing policy).

Intuitively, due to the difference between \( P_{\text{comp}} \) and \( P_{\text{checkpoint}} \), the checkpoint interval that minimizes energy consumption is shorter than Young’s, since checkpointing uses less energy than computation. We show in the appendix in this paper that, under a number of simplifying assumptions similar to those made by Young, the energy-optimized checkpoint interval for a given \( (P_{\text{comp}}/P_{\text{checkpoint}}) \) ratio can be approximated as follows:

\[
\Delta_{\text{Energy}} = \sqrt{2 \cdot C \cdot \text{MTTF} \cdot \left( \frac{P_{\text{checkpoint}}}{P_{\text{comp}}} \right)}
\]  

(3)

The remainder of this section will provide, among other things, a trace-based evaluation of the energy/performance tradeoff provided by Young’s formula and Equation (3), including the accuracy of Equation (3) in estimating the energy-optimized checkpoint interval.

B. Trace-driven study of energy/performance tradeoffs

In this section, we use trace-driven simulations based on failure logs from 10 real HPC installations to answer the following three questions:

1) How do the energy/runtime tradeoffs vary as a function of the checkpoint interval, over a wide range of checkpoint intervals?
2) How does the runtime-optimized checkpoint interval fare in terms of energy consumption?
3) How close does our proposed solution in Equation (3) come to minimizing energy consumption?

The failure logs we use were collected on 10 different HPC clusters at Los Alamos National Lab (LANL) over a period of 9 years and are publicly available at LANL’s webpage [10]. We selected these 10 LANL clusters (out of a larger dataset) by studying the best Weibull fit to the failure data in each LANL cluster whose failure logs are made available, and choosing representative systems of varying Weibull distribution shapes. Table I describes the 10 clusters in our study in more detail, including the value for the Weibull shape parameter, which ranges from 0.545 to 0.889.

We run trace-driven simulations for each LANL system to estimate the wasted energy for a wide range of checkpoint intervals, including \( \Delta_{\text{Runtime}} \) and \( \Delta_{\text{Energy}} \). We vary the ratio between compute power and checkpoint power \( (P_{\text{comp}}/P_{\text{checkpoint}}) \) from 2X to 8X and experiment with values for the checkpointing cost \( C \) from as low as 20 seconds to as high as 60 minutes. (Note that we do not make assumptions about the absolute values for \( P_{\text{comp}} \) and \( P_{\text{checkpoint}} \) as Equation (3) only needs the ratio between them).
Figure 1 shows the results of the trace-driven simulation for one representative LANL system (system with ID 20). (Results for other systems are similar and are included in the tech report [11]). Each graph corresponds to a different checkpoint cost \( C \); the solid blue line in each graph corresponds to the wasted time (shown on the left Y-axis) and each of the other (green) lines corresponds to the wasted energy (shown on the right Y-axis) for a different \( P_{\text{comp}}/P_{\text{checkpt}} \) ratio. The values for the wasted time (left y-axis) and wasted energy (right y-axis) are each normalized by the wasted time and wasted energy that result when using Young’s traditional runtime-optimized interval \( \Delta_{\text{Runtime}} \), respectively. The values for \( \Delta_{\text{Runtime}} \) and \( \Delta_{\text{Energy}} \) are marked with a star and a circle, respectively, on the X-axis.

The first observation we make from Figure 1 is that there is a relatively wide range of checkpoint intervals that leads to near-optimal amounts of wasted time, while the amount of energy consumed for checkpoint intervals in this range can vary significantly. For example, when assuming a checkpoint cost \( C \) of 10 minutes, we find that the fraction of wasted time under any checkpoint interval in the range [90, 190] minutes is within 5% of the optimal wasted time. Energy consumption, however, for the same range of intervals varies from a 5–16% decrease in energy waste, to a 16–25% increase in energy waste, compared to the energy wasted under \( \Delta_{\text{Runtime}} \) (the ranges reflect different \( P_{\text{comp}}/P_{\text{checkpt}} \) ratios).

The second observation is that while Young’s interval (\( \Delta_{\text{Runtime}} \)), marked with a star on the X-axis, does produce near optimal results from a performance perspective, the same interval can be quite far from optimal in terms of energy consumption, in particular for larger \( P_{\text{comp}}/P_{\text{checkpt}} \) ratios. For example, for a checkpoint cost \( C \) of 10 minutes, \( \Delta_{\text{Runtime}} \) wastes 15% and 25% more energy than the optimal energy waste achieved when assuming \( P_{\text{comp}}/P_{\text{checkpt}} \) is 4X and 8X, respectively.

The third observation is that \( \Delta_{\text{Energy}} \) does introduce energy savings (i.e. the decrease in wasted energy in the system w.r.t. the wasted energy under \( \Delta_{\text{Runtime}} \)), in the following ranges:
- 5–7% for \( P_{\text{comp}}/P_{\text{checkpt}}=2X \) (under different C values);
- 10–12% for \( P_{\text{comp}}/P_{\text{checkpt}}=3X \);
- 15–19% for \( P_{\text{comp}}/P_{\text{checkpt}}=4X \);
- 33–34% for the extreme case of \( P_{\text{comp}}/P_{\text{checkpt}}=8X \).

While the energy savings that \( \Delta_{\text{Energy}} \) provides do not come for free in terms of runtime overheads, the price one pays is on-par with the gains one reaps. We observe runtime overheads (i.e. the increase in wasted time in the system w.r.t. the wasted time under \( \Delta_{\text{Runtime}} \)), in the following ranges:
- 6–8% for \( P_{\text{comp}}/P_{\text{checkpt}}=2X \) (under different C values);
- 10–15% for \( P_{\text{comp}}/P_{\text{checkpt}}=3X \);
- 16–24% for \( P_{\text{comp}}/P_{\text{checkpt}}=4X \);
- 32–56% for \( P_{\text{comp}}/P_{\text{checkpt}}=8X \).

It is important to recall that the above are increases in wasted time, and not total completion time. E.g. if for a given system and application a total of 10% of the time is wasted under \( \Delta_{\text{Runtime}} \), then even in the extreme case of a \( P_{\text{comp}}/P_{\text{checkpt}} = 8X \) not more than 13.2 – 15.6% of the time is wasted under \( \Delta_{\text{Energy}} \) (Note that we use the terms energy savings and runtime overheads in the rest of this paper to describe the decrease in wasted energy and the increase in wasted time, w.r.t. the wasted energy/time under Young’s \( \Delta_{\text{Runtime}} \), respectively).

**Summary:** Methods that schedule checkpoints to optimize application runtime are not optimal for energy purposes, and optimizing the checkpoint interval for energy introduces a tradeoff between energy savings and runtime overheads (due to the added checkpointing time). We find that the percentage of increase in wasted time is either comparable or modestly higher than the percentage of decrease in wasted energy, for the majority of the \( (C, P_{\text{comp}}/P_{\text{checkpt}}) \) configurations that we experimented with.

### C. Optimizing for energy with a bound on runtime

After observing the performance cost of optimizing the checkpoint interval for energy savings, one might ask whether we can optimize checkpoint scheduling for energy purposes by minimizing the checkpoint interval, while enforcing a bound on the maximum allowed performance degradation (i.e. runtime overhead).

More precisely, for a given threshold \( t \) on the increase in the expected fraction of wasted time \( W \) in a system, compared to the wasted time that would have resulted under Young’s \( \Delta_{\text{Runtime}} \), we want to find the smallest checkpoint interval
\( \Delta_{\text{bound}} \) that satisfies the following inequality:

\[
W(\Delta_{\text{bound}}) < t \cdot W(\Delta_{\text{Runtime}})
\]  

(4)

Solving this problem requires an estimate of the wasted time as a function of the size of the checkpoint interval. In [8], we derive the following approximation of the fraction of time wasted:

\[
W(\Delta) = \frac{C}{\Delta} + \frac{\Delta}{2 \cdot MTTF}
\]  

(5)

Since we assume that \( C \) and MTTF are known for a given system, and \( \Delta_{\text{Runtime}} \) can be computed using Equation (1), it is straightforward to determine \( \Delta_{\text{bound}} \) using Inequality (4) and Equation (5).

To evaluate the quality of this approach, we determine the value for \( \Delta_{\text{bound}} \) for several \( t \) values and then use trace-driven simulations, based on the same data and tested as in the previous Section, to obtain the amount of wasted time and wasted energy resulting from \( \Delta_{\text{bound}} \).

Table II presents the results for runtime threshold values of 3\%, 5\% and 10\%, under a checkpoint cost \( C \) of 10 minutes and a \( P_{\text{comp}}/P_{\text{checkpt}} \) ratio of 3X. The two right most columns show the runtime overhead and energy savings for \( \Delta_{\text{bound}} \) (w.r.t. the wasted time and wasted energy from \( \Delta_{\text{Runtime}} \)), respectively.

The first thing we observe from Table II is that enforcing a bound on runtime did not significantly affect the quality of the energy savings achieved. In fact, under this configuration \( (C=10\text{ minutes}, P_{\text{comp}}/P_{\text{checkpt}}=3X) \), a threshold on the runtime overhead as small as 3\% was sufficient to introduce energy gains in the 7–11\% range. As the threshold goes up to 10\%, the corresponding energy savings either exhibit a modest increase (in the 0.3–4\% range), or do not exhibit an increase at all (see systems 9, 10, 12). This is explained by the trends in the energy lines in Figure 1: as the runtime threshold increases, the checkpoint interval decreases until the added overhead due to checkpointing time raises the overall energy consumption of the system significantly.

We also observe from Table II that using Equation 5 to put a bound on runtime worked quite accurately in 23 scenarios out of the 30 scenarios we experimented with. For the 7 cases where the actual runtime overhead exceeded the estimated overhead, we observe that 5 of these cases belong to two LANL systems (systems 9 and 10), which warranted a closer look into their failure behaviour. Going back to Table I, we find that systems 9 and 10 have the lowest values for the Weibull shape parameter among all systems. A smaller shape parameter implies a heavier tail in the distribution function of failure inter-arrivals, while the equation assumes failures arrive on average half-way through a checkpoint interval, therefore leading to this estimation error in these two systems.

**Summary:** Optimizing the checkpoint interval for energy with a bound on runtime can be done using simple formulas that estimate wasted time in a system. We find that relatively small margins of increase in runtime (due to increased checkpointing frequency) can lead to high energy savings.

### Table II. Optimizing the Checkpoint Interval for Energy with a Bound on Runtime (Results for C=10 min, P_{comp}/P_{checkpt}=3X).

<table>
<thead>
<tr>
<th>System ID</th>
<th>( \Delta_{\text{Runtime}} ) (min)</th>
<th>RT Threshold %</th>
<th>Length (min)</th>
<th>Runtime Overhead (simulation)</th>
<th>Energy Savings (simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>129.69</td>
<td>3</td>
<td>101.57</td>
<td>2.31</td>
<td>8.12</td>
</tr>
<tr>
<td>3</td>
<td>266.32</td>
<td>5</td>
<td>94.65</td>
<td>3.96</td>
<td>9.49</td>
</tr>
<tr>
<td>6</td>
<td>288.46</td>
<td>10</td>
<td>83.23</td>
<td>7.68</td>
<td>11.64</td>
</tr>
<tr>
<td>9</td>
<td>264.72</td>
<td>3</td>
<td>194.37</td>
<td>4.2</td>
<td>10.41</td>
</tr>
<tr>
<td>10</td>
<td>183.83</td>
<td>5</td>
<td>193.20</td>
<td>8.3</td>
<td>5.03</td>
</tr>
<tr>
<td>11</td>
<td>269.03</td>
<td>5</td>
<td>169.88</td>
<td>13.4</td>
<td>6.29</td>
</tr>
<tr>
<td>12</td>
<td>276.58</td>
<td>10</td>
<td>201.86</td>
<td>4.48</td>
<td>10.25</td>
</tr>
<tr>
<td>18</td>
<td>94.76</td>
<td>3</td>
<td>74.22</td>
<td>1.73</td>
<td>8.26</td>
</tr>
<tr>
<td>19</td>
<td>96.99</td>
<td>5</td>
<td>69.16</td>
<td>3.28</td>
<td>9.59</td>
</tr>
<tr>
<td>20</td>
<td>127.70</td>
<td>10</td>
<td>60.81</td>
<td>6.63</td>
<td>11.76</td>
</tr>
<tr>
<td>21</td>
<td>169.56</td>
<td>3</td>
<td>93.20</td>
<td>4.69</td>
<td>8.59</td>
</tr>
<tr>
<td>22</td>
<td>159.56</td>
<td>5</td>
<td>81.95</td>
<td>7.97</td>
<td>11.42</td>
</tr>
</tbody>
</table>

### III. Energy Awareness in Advanced Methods

Section II demonstrates the potential for energy savings by carefully choosing the checkpoint interval. While Section II focused on simple static methods with a fixed checkpoint interval, the results motivate us to investigate also advanced, non-constant checkpointing methods, which adapt the checkpointing interval dynamically. We consider three types of methods, which we propose in [8]. While the focus of our other work [8] is to minimize the impact of checkpointing and failures on application runtime, in this paper we study their effect on energy consumption and how they can be adapted for minimizing energy waste in HPC systems.

#### A. Description of methods and their adaptation for energy

The three classes of methods that we consider all rely on the same principle: they exploit different characteristics of real world HPC failure processes to dynamically obtain (and continuously update) an accurate MTTF estimate and then plug this estimate into Young's formula (recall Equation (1)) to determine the length of the next checkpoint interval. As such, each of these methods can easily be adapted for optimizing for energy usage, rather than application runtime, by simply applying the MTTF estimates they provide to Equation (3), rather than Equation (1).

1) **Variability in the system MTTF:** Empirical studies of failures in HPC systems report that a system's MTTF varies over its lifetime [12]. We therefore propose that a checkpointing policy dynamically maintains an estimate of the system's MTTF using one of three implementations of Moving Averages (MA):
• **SMA**: This approach uses a Simple Moving Average, i.e., it simply calculates the MTTF as the average value of the failure inter-arrival times within an observation window consisting of the last \( w \) days and uses that average as an estimate of the expected time to the next failure. \( w \) is a parameter that needs to be determined.

• **WMA**: This method works like SMA, but uses a Weighted Moving Average, i.e. it assigns a weight for each value in the observation window, with more recent observations having greater weights. WMA, therefore, considers recent failure inter-arrival times more predictive of the time to next failure, than older ones.

• **EMA**: EMA uses an Exponential Moving Average to estimate the MTTF, i.e. the weights of older observations decrease exponentially, giving past values a diminishing contribution to the calculated average. Unlike SMA and WMA which only consider values within the observation window, EMA is a cumulative calculation that includes all the historical observations (the entire history of failures).

2) **Failure autocorrelation**: In this method, we propose to take information about the burstiness of the failure process into account when making checkpointing decisions, using autoregression (AR) to model the time between failures in a system, and make predictions about future failures.

More precisely, we fit an AR model to the observed sequence of failure inter-arrivals for each LANL system in our data, then use the fitted model to predict the time to next failure each time a checkpoint scheduling decision is to be made; i.e., after a system failure occurs. The new checkpointing interval is then determined by plugging the estimate from the AR model into Young’s formula.

3) **Decreasing Hazard Rates**: In this method we study the potential of exploiting the statistical distribution of the time between failures, and particularly, the system’s hazard rate function, in checkpoint scheduling. The motivation behind this approach is that, unlike the exponential distribution, empirical distributions of failures in HPC systems often exhibit decreasing hazard rates [13]. We observe this property in all 10 LANL systems in our data (as indicated by a Weibull shape parameter less than 1 in Table I).

A decreasing hazard rate function implies that if a long time has elapsed since the last failure then the expected remaining time until the next failure is long. The intuition behind exploiting this property in checkpoint scheduling is that one can reduce the checkpoint frequency if a long time has passed without seeing any failures.

We formalize this intuition in a method that we call Hazard, which maintains for a given system a table holding the empirical values of the (average) expected time to fail (ETTF) as a function of the elapsed time since the last failure (TSLF). Then, it uses this table to dynamically estimate the ETTF after a failure event or a checkpoint (based on the TSLF), and adapts the length of the checkpoint interval accordingly.

### B. Trace-driven study of energy/performance tradeoffs

In this section, we use trace-driven simulations to examine the energy/performance tradeoffs of the methods described above, both when optimized for runtime or for energy consumption.

Table III shows the results achieved under the runtime-optimized and energy-optimized versions of the adaptive methods when running trace-based simulations for the 10 LANL systems in our data, assuming \( P_{\text{comp}}/P_{\text{checkpt}} \) is 3X and the checkpoint cost \( C \) is 5 minutes. Note that for the sake of completeness we include in our comparative analysis Young’s static interval as well as the higher order approximation of the optimum (static) checkpoint interval proposed by Daly [14].

1) **Runtime-optimized methods**: The three columns under ‘Runtime-optimized methods’ in Table III describe the runtime overhead, the energy overhead, and the fraction of time spent writing checkpoints when the different methods are optimized for runtime. We observe the following:

- Despite being optimized for runtime, all the adaptive methods, with the exception of Hazard, introduce both runtime and energy savings (i.e. decrease in wasted time and wasted energy) for the 10 LANL systems in our data, compared to the static methods.

- The average savings in wasted time and wasted energy when using the moving averages (SMA, WMA, EMA) over Young’s interval are 5% and 7%, respectively. The best performing MA method overall is EMA, which results in runtime savings up to 8–13% and energy savings up to 10–18% (see systems 9, 10, 11, 12).

- We find that AR method produces average improvements of 6.5% and 7.6% in runtime and energy wastes, respectively. In some systems, exploiting failure autocorrelation resulted in significantly high runtime savings (9–17%) and energy savings (10–17%); see systems 3, 10, 11, 21.

- For the Hazard method, we find that the runtime improvements are on average quite marginal (1%), and no energy savings are introduced by the runtime-optimized version of this method for any LANL system in our data (energy overhead is 10.8% on average).

2) **Energy-optimized methods**: We repeat our analysis after optimizing all the methods for energy savings, as described in Section III-A, and observe the following (see the columns under ‘Energy-optimized methods’ in Table III):

- The energy-optimized methods do produce higher energy savings than the runtime-optimized ones with varying degrees of runtime overheads. Again, the adaptive methods outperform the static ones.

- The moving windows (SMA, WMA, EMA) now result in an average of 15.4% energy savings, but with an average runtime overhead of 11%. We find that EMA offers the best energy/runtime tradeoff among all MA methods.

- The average energy/runtime tradeoff for AR is comparable to the tradeoff for EMA: we find that AR results in an average of 17% energy savings, 7.5% runtime overhead.

- The energy-optimized methods produce higher energy savings than the runtime-optimized ones with varying degrees of runtime overheads. Again, the adaptive methods outperform the static ones.

- The moving windows (SMA, WMA, EMA) now result in an average of 15.4% energy savings, but with an average runtime overhead of 11%. We find that EMA offers the best energy/runtime tradeoff among all MA methods.

- The average energy/runtime tradeoff for AR is comparable to the tradeoff for EMA: we find that AR results in an average of 17% energy savings, 7.5% runtime overhead.
<table>
<thead>
<tr>
<th>System ID</th>
<th>Method</th>
<th>Runtime-optimized Methods</th>
<th>Energy-optimized Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Runtime overhead (%)</td>
<td>Energy overhead (%)</td>
</tr>
<tr>
<td>2</td>
<td>YOUNG</td>
<td>-0.010</td>
<td>-1.627</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>-0.145</td>
<td>8.650</td>
</tr>
<tr>
<td></td>
<td>DALY</td>
<td>-1.329</td>
<td>-3.171</td>
</tr>
<tr>
<td></td>
<td>EMA</td>
<td>-8.185</td>
<td>-10.204</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>-1.046</td>
<td>1.111</td>
</tr>
<tr>
<td></td>
<td>DALY</td>
<td>-10.031</td>
<td>-12.061</td>
</tr>
<tr>
<td></td>
<td>EMA</td>
<td>-2.331</td>
<td>17.384</td>
</tr>
<tr>
<td>10</td>
<td>YOUNG</td>
<td>1.928</td>
<td>2.075</td>
</tr>
<tr>
<td></td>
<td>SMA</td>
<td>-8.778</td>
<td>8.396</td>
</tr>
<tr>
<td></td>
<td>WMA</td>
<td>-17.013</td>
<td>-17.211</td>
</tr>
<tr>
<td></td>
<td>EMA</td>
<td>-0.742</td>
<td>17.760</td>
</tr>
<tr>
<td></td>
<td>SMA</td>
<td>-6.897</td>
<td>-12.069</td>
</tr>
<tr>
<td></td>
<td>Hazard</td>
<td>-0.975</td>
<td>13.652</td>
</tr>
<tr>
<td></td>
<td>DALY</td>
<td>-0.353</td>
<td>2.536</td>
</tr>
<tr>
<td>20</td>
<td>YOUNG</td>
<td>-0.057</td>
<td>-0.273</td>
</tr>
<tr>
<td></td>
<td>DALY</td>
<td>-0.057</td>
<td>-0.168</td>
</tr>
<tr>
<td></td>
<td>SMA</td>
<td>-0.057</td>
<td>0.270</td>
</tr>
<tr>
<td>21</td>
<td>YOUNG</td>
<td>1.097</td>
<td>2.787</td>
</tr>
<tr>
<td></td>
<td>DALY</td>
<td>0.571</td>
<td>0.831</td>
</tr>
<tr>
<td></td>
<td>AR</td>
<td>-4.212</td>
<td>-2.592</td>
</tr>
<tr>
<td></td>
<td>Hazard</td>
<td>0.180</td>
<td>12.721</td>
</tr>
<tr>
<td></td>
<td>YOUNG</td>
<td>-1.097</td>
<td>2.787</td>
</tr>
<tr>
<td></td>
<td>DALY</td>
<td>0.180</td>
<td>12.721</td>
</tr>
</tbody>
</table>

| TABLE III: COMPARISON OF THE PERFORMANCE/ENERGY TRADEOFFS INTRODUCED BY DIFFERENT CHECKPOINT METHODS UNDER P\(\text{comp}/P_{\text{check}}\)=3X, C=5 MINUTES (Note: a negative sign in the time/energy overhead columns indicates savings). |
In two LANL systems, however, AR performs significantly better where it results in 23% and 26% energy savings while also introducing 1.75% and 4.7% improvements in runtime waste over Young (see systems 11 and 21).

- For Hazard, we observe energy savings of 12% on average across all systems, which is lower than MAs and AR, but the performance results are better than for other methods (on average 1% savings in wasted time).

3) Results for different power ratios: The results in Table III were obtained under the assumption that \( P_{\text{comp}} \) is 3X higher than \( P_{\text{checkpoint}} \). We now repeat this analysis for other power ratios. Figure 2 plots for each checkpointing method the wasted runtime (Y-axis) versus the wasted energy (X-axis) that result under this method when it is optimized for runtime (hollow markers), and when it is optimized for energy (filled markers), in one of the LANL systems in our data, system 20. Each graph corresponds to a different \( P_{\text{comp}}/P_{\text{checkpoint}} \) ratio, from 2X (far left) to 8X (far right). The dashed black lines in the graphs show the energy/runtime results for a range of static checkpoint intervals. (Results for the other LANL systems can be found in the tech-report [11]).

The graphs in Figure 2 show that the energy-optimized adaptive methods consistently result in higher quality energy/runtime tradeoffs than static checkpoints, under different power ratios (i.e. higher energy savings with lower runtime costs). We also observe that the MAs and AR methods exhibit similar trends for different power ratios, while Hazard consistently reports modestly lower energy savings (than MAs and AR), but with a much smaller runtime overhead.

Summary: Using adaptive techniques to schedule checkpoints dynamically introduces runtime and energy improvements over the static methods, both when optimized for runtime or for energy savings. The highest energy savings are introduced by the energy-optimized MAs and AR methods, while energy-optimized Hazard saves less energy but with a significantly lower runtime cost, if any.

C. Practical considerations

The high quality energy/performance results obtained under the adaptive checkpointing techniques motivated us to explore how easily they can be adopted in practice. We next examine different implementation issues for all the checkpointing methods included in our study:

1) ‘Hazard’ in practice: Our analysis shows that the energy-optimized Hazard results in a good balance between energy savings and runtime overhead (if any). But how feasible is implementing Hazard in practice? Recall that Hazard assumes a-priori knowledge of the system’s hazard rate function (i.e. knowledge of how the expected time to fail changes as a function of the time since the last failure). We explore two ways to implement Hazard in practice, whenever accurate knowledge of the system’s hazard function is not available:

a) Calculating the hazard function dynamically: We propose calculating the values for the (ETTF|TSIF) table dynamically using past failure observations. Practically, this method requires keeping a log of the system’s failure history over time and updating the (ETTF|TSIF) table after a failure event. The updated table would then be used to estimate the ETTF every time a checkpoint interval is computed (i.e. after a failure or a checkpoint). We refer to this approach as Hazard(dynamic).

b) Approximating the hazard function using the Weibull shape parameter: This approach estimates the hazard function using the shape parameter for the Weibull fit of failures in a system. We assume knowledge of the shape parameter and use it to compute the hazard function (i.e. the (ETTF|TSIF) table) prior to the application run, instead of relying on actual failure traces. We call this approach Hazard(shape).

Figure 3 evaluates the quality of these two approaches using trace-driven simulations for the four largest LANL systems in our data in terms of CPU-days (systems 2, 18, 19, 20), by comparing the energy/runtime results of Hazard(dynamic) and Hazard(shape) to the results obtained under the original Hazard method. The bars for Hazard(shape) are the mean value of 20 runs; the error bars represent 95% confidence levels.

We find that the two approximation methods result in generally comparable energy savings to Hazard, with the exception of system 18 where Hazard(dynamic) introduces significantly lower energy savings. The runtime overhead for Hazard(dynamic) was close to the original Hazard in 3 of the 4 systems, while the runtime overhead for Hazard(shape) was consistently higher.
2) MAs and AR in practice: The only requirement of the MA methods is to maintain a log of the most recent times of failures (for SMA, WMA), or a complete record of the times of failures (for EMA), which is easy to implement in practice. Implementing AR is more involved as it requires constructing an accurate autoregression model of the failure inter-arrivals in the system.

3) Young and Daly in practice: The simplicity of the static methods Young and Daly make them appear attractive for implementation purposes. However, these formulas rely on the a-priori knowledge of the system’s real MTTF (unlike the MA methods that compute the MTTF online), which makes them more challenging to apply in practice.

Summary: From a practical point of view, the MA methods are the easiest to implement of all the methods we consider in our study. This observation, coupled with the high quality energy/runtime tradeoffs introduced by the MA methods, particularly EMA, makes them strong practical candidates for energy-optimized checkpointing. To achieve lower runtime overheads, however, we propose different techniques to implement the method Hazard in practice.

IV. IMPLICATIONS FOR THE I/O SUBSYSTEM

Energy-optimized checkpoint scheduling increases the load on the I/O subsystem, since the system writes more frequent checkpoints to avoid the higher power-cost of redoing lost work (in case of a failure). In this section, we study the impact of energy-optimized checkpointing on the I/O subsystem, and investigate how to minimize this impact.

A. Static Checkpointing

We begin with a comparison of the I/O cost under static checkpointing when using the energy-optimized interval (ΔEnergy) versus the runtime-optimized interval (ΔRuntime). The column “I/O fraction%” in Table III shows the fraction of time the system spends writing checkpoints, when assuming a checkpoint cost of C=5 minutes and P_{comp}/P_{checkpoint}=3X. We observe that, not surprisingly, the fraction of time spent on I/O under ΔEnergy is higher than under ΔRuntime, however it does not significantly exceed 10% in any of the cases. 10% is a typical target load that HPC storage systems are designed for [5].

For a more general understanding of how I/O time contributes to wasted time as a function of the checkpoint interval, Figure 4 plots the breakdown of wasted time into I/O time and lost computation across a wide range of checkpoint intervals. Results are shown for LANL systems 2 and 9, representatives of systems with higher and lower Weibull shape parameter, respectively. Each graph contains vertical lines marking the values for ΔEnergy when assuming different power ratios (green dashed lines), and under ΔRuntime (thick red line).

We make two observations. First, even under the aggressive assumption of P_{comp}/P_{checkpoint}=8X the fraction of time spent on I/O remains within 7% and 13% in systems 9 and 2, respectively. (Note the log scale of the Y-axis).

Second, the graphs in Figure 4 show significant potential for using the checkpoint interval as a tuning knob to control the I/O load of a system: We observe that I/O time can be reduced significantly with only moderate runtime overhead, just by increasing the checkpoint interval. For example, within a 10% increase in the overall wasted time (compared to the wasted time under Young’s ΔRuntime) the fraction of time spent on I/O can be reduced by nearly 50% in systems 2 and 9. Naturally, these savings come at the expense of increased energy cost: a 31% and 28% increase in energy waste in systems 2 and 9, respectively (under P_{comp}/P_{checkpoint}=3X). However, in systems that are I/O bottlenecked this might be a cost worth paying.

B. Adaptive Methods

In this section, we study the I/O cost for the various adaptive checkpointing methods. Looking at the column “I/O fraction%” in Table III, we make several observations.

We find that the adaptive method Hazard consistently introduces the lowest fraction of I/O time across all methods, both when optimized for runtime or for energy. The reason is that this method reduces the checkpointing frequency whenever the expected time to fail is high. In fact, we find that the fraction of time spent on I/O under the energy-optimized Hazard remains below 10% in each system in our data. The MA methods on the other hand, when optimized for energy, consume I/O time that is comparable to the I/O time under
TABLE IV. OPTIMIZING THE CHECKPOINT INTERVAL FOR ENERGY WITH A BOUND ON I/O (SIMULATION RESULTS UNDER C=10 MINUTES, \( P_{\text{comp}}/P_{\text{checkpoint}} \times 10^3 \)).

<table>
<thead>
<tr>
<th>LANL System ID</th>
<th>I/O overhead</th>
<th>I/O time% of total time (w.r.t. Young)</th>
<th>Energy overhead</th>
<th>Energy time% of total time (w.r.t. Young)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-12.68</td>
<td>11.28</td>
<td>-10.38</td>
<td>9.31</td>
</tr>
<tr>
<td>5</td>
<td>5.31</td>
<td>6.89</td>
<td>6.03</td>
<td>5.31</td>
</tr>
</tbody>
</table>

the energy-optimized static methods (MA however introduce higher energy savings than the static methods or Hazard). The method AR mostly consumes less I/O time than the MA methods but more than Hazard.

C. Optimizing for energy with a bound on I/O

This section explores checkpoint placement for energy savings that places a bound on I/O time. We approximate the fraction of time a system spends checkpointing as \( C / (\Delta + C) \), since it spends on average roughly every \( \Delta + C \) time units, \( C \) time units to checkpoint. Hence to stay within a certain bound \( b_{I/O} \) on the fraction of time spent checkpointing, we need to ensure that \( C / (\Delta + C) < b_{I/O} \). We therefore choose the checkpoint interval \( \Delta_{E_{\text{EnergyIO}}} \) that optimizes energy within a bound on the I/O cost as follows:

\[
\Delta_{E_{\text{EnergyIO}}} = \max\{\Delta_{E_{\text{energy}}}, C / b_{I/O} - C\}
\]

Table IV shows the simulation results from using Equation (6) for the two LANL systems in Figure 4 (systems 2 and 9). We chose I/O thresholds of 10% and 5% in systems 2 and 9, respectively, as those are moderately lower than the fraction of time spent on I/O under \( \Delta_{E_{\text{energy}}} \). The table summarizes the results for runtime/energy/I/O under \( \Delta_{E_{\text{energy}}} \) and under the interval that optimizes energy with a bound on the estimated I/O time (\( \Delta_{E_{\text{EnergyIO}}} \)).

We find that the I/O times under the new interval \( \Delta_{E_{\text{EnergyIO}}} \) are within the desired I/O bounds. We also observe that the overall runtime overhead for \( \Delta_{E_{\text{EnergyIO}}} \) is significantly lower than the runtime overhead under \( \Delta_{E_{\text{energy}}} \) (due to the reduced checkpointing time), but interestingly, the energy savings under \( \Delta_{E_{\text{EnergyIO}}} \) drop only modestly. This agrees with our findings in Section II-C where we observed how moderate runtime overheads (w.r.t. Young’s runtime interval) can lead to high energy savings. (We find similar results for the rest of LANL systems in our data; full table is included in the tech-report [11]).

Summary: The I/O pressure in checkpointing systems can be effectively reduced either by using adaptive methods, such as Hazard, which we show to have inherently lower I/O requirements, or by using a simple method we propose to determine a (static) checkpoint interval that optimizes energy savings while enforcing a bound on I/O time.

V. RELATED WORK

We are aware of only two papers related to checkpoint scheduling in the context of energy consumption [2], [15]. Both papers derive a formula for determining a constant checkpoint interval that optimizes energy, Meneses et al. [2] in order to compare the energy-efficiency of checkpoint/restart to other fault tolerance protocols and Aupy et al. [15] in order to derive projections on the energy-efficiency for future HPC platforms. While our work also starts by providing a formula to optimize the checkpoint interval, we make a series of very different contributions.

Our first contribution is a detailed evaluation study of energy, performance and I/O tradeoffs introduced by a wide array of checkpoint scheduling policies when optimized for energy purposes. Towards this end, we run trace-driven simulations using a decade worth of failure logs from 10 different HPC production clusters (compared to the synthetic failure loads used in related work [2], [15]), while experimenting with a broad range of parameters for power configurations and checkpoint/restart knobs.

Unlike other studies [2], [15] we not only include static checkpointing policies, but extend our work to study the energy efficiency of more advanced, non-constant checkpointing policies, how to optimize them for energy-efficiency and how to implement them in practice. Moreover, our paper is the first to provide a detailed analysis of the impact of checkpointing policies and their energy optimizations on the I/O subsystem, and to present and evaluate formulas for optimizing checkpoint scheduling for energy savings while enforcing bounds on application runtime or I/O time.

VI. CONCLUSION

Checkpoint scheduling policies in HPC platforms have been traditionally designed to optimize application runtime. However, with energy-efficiency becoming a key driver in the design of future Exascale architectures, optimizing the checkpointing process needs to be revisited and analyzed from an energy point of view.

In this paper, we provide a comprehensive evaluation of the different tradeoffs introduced by energy-optimized checkpoint scheduling policies in HPC platforms. We provide insights into the energy overhead, as well as the performance impact, associated with a wide array of checkpointing policies, using traces from 10 real world HPC clusters. We study policies that vary in their design and complexity, from basic, static checkpoint intervals to more advanced techniques that exploit HPC failure properties to adapt the checkpoint interval dynamically.

We show that optimizing checkpoints for energy savings, with or without a bound on application runtime, can be done through simple formulas that we propose and evaluate in this paper. Interestingly, our analysis shows that relatively small margins of increase in runtime (due to increased checkpointing operations) can produce high energy savings.

In our comparative analysis of the different checkpointing policies, we find that the energy-optimized adaptive policies result in higher quality energy/runtime tradeoffs than the static (constant) policies. We explore different practical considerations for these adaptive techniques and identify candidate methods that are easy to implement in practice (while producing high energy savings and relatively low runtime overheads), such as exponential moving averages.

Another contribution we make in this paper is the detailed assessment of the impact of energy optimized checkpointing on the I/O subsystem. We identify opportunities for I/O bottlenecked systems to achieve high I/O savings, either
through adaptive checkpointing methods that have low I/O requirements (e.g., hazard-rate based methods), or by using a simple, effective formula that we propose to optimize static checkpoints for energy with a bound on the I/O load.
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APPENDIX

DERIVATION OF $\Delta_{\text{Energy}}$ (EQUATION (3))

- Assuming an application spends $C$ time units writing a checkpoint roughly every $\Delta$ time units, we get $T_{\text{ckpt}} = C/\Delta$.
- Assuming failures are equally likely to happen anywhere in a checkpoint interval, the amount of work lost every time a failure happens (i.e. on average once every MTTF time units) is $\Delta/2$; then $T_{\text{recomp}} = \left(\frac{\Delta}{2}\right)^2$.
- Accordingly, Equation (2) for wasted energy becomes:
  $$E_{\text{waste}}(\Delta) = (N \cdot P_{\text{ckpt}} \cdot C/\Delta) + (N \cdot P_{\text{comp}} \cdot \Delta/(2 \cdot MTTF))$$

And the first order derivative:
  $$E'_{\text{waste}}(\Delta) = (-N \cdot P_{\text{ckpt}} \cdot C/\Delta^2) + (N \cdot P_{\text{comp}}/(2 \cdot MTTF))$$

- Solving $E'_{\text{waste}}(\Delta) = 0$ to find the value of $\Delta$ that minimizes $E_{\text{waste}}$, we get:
  $$\Delta_{\text{Energy}} = \sqrt{\frac{2 \cdot C \cdot MTTF \cdot (P_{\text{ckpt}})}{P_{\text{comp}}}}$$

REFERENCES