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Assignment Breakdown
- Part 1: Sequence Classifications [35/70]

- Implement GMMs for speaker identifications [30/35]
- Implement and train a GRU for lie detection [5/35]

- Part 2: Dynamic Programming in Speech [35/70]
- Implement Levenshtein Word Error Rate for ASR Evaluation [15/35]
- Implement Dynamic Time Warping for Speaker Verification [20/35]
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Applications of Speech Technology
Speech! Very useful stuff! 

Text: “What’s

the weather?”

Text: “It’s cloudy

at 3 degrees.

Today’s high is 5

degrees.”

Automatic 
Speech 
Recognition

Speech 
Synthesis
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Tasks in A3
- Speaker Identification (via GMM)

- Speech data -> Speaker Information
- Lie Detection (via GRU)

- Speech data -> Truth or Lie
- ASR Evaluation (via WER)

- ASR result -> Evaluation of ASR system
- Speaker Verification (via DTW)

- Speech data (pairs) -> Same speaker or not
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Dataset: CSC Deceptive Speech
Descriptions can be found in the assignment handout:
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Speaker Data
- 32 speakers, labeled as “S-{number}{group}” 
- Each speaker has up to 12 utterances
- Each utterances are represented by 3 files:

- .wav file: raw audio
- .mfcc.npy: MFCCs in numpy format
- .txt: transcripts

- For the purpose of this assignment, you are also given 2 transcripts from two 
different APIs: Kaldi and Google
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Speaker 
Recognition
with GMMs
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Speaker Recognition: Task Description
- The data is randomly split into training and testing utterances. We don’t know which 

speaker produced which test utterance.
- Every speaker occupies a characteristic part of the acoustic space.

Learn a probability distribution for each speaker that describes their acoustic behaviour!

Gaussian Mixture Model (GMM) Distribution! 
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GMM: 1D Gaussians
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GMM: Maximum Likelihood Estimation (MLE)

- Given:

- Want: Find optimal set      that maximizes the likelihood of the data:

- We will do so by making the derivative of this likelihood function 0: 
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GMM: MLE cont’d
- Estimate optimal average         : 

TL;DR: Similarly,  
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GMM: Multidimensional Gaussians
How about Gaussian of higher dimensions? 

with
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GMM: Gaussian Mixtures
- Weighted Linear Combination of M component Gaussians:

Let’s denote: 
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GMM: MLE for GMM
Follow the convention from last page:

, 
Estimate       for where:
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GMM: MLE for GMM cont’d
We know that
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GMM: Recipe for MLE Training:
- For each speaker: 

- 1. Initialize: Guess
with M random vectors in the data, or by performing M-means clustering.

- 2. Compute likelihood: Compute and
- 3. Update parameters: 

- Repeat 2&3 until converges
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GMM: Takeaways!!
- Probability of observing xt in the mth Gaussian:

- Prior probability of the mth Gaussian:

- Probability of the mth Gaussian, given xt :

- Probability of xt in the GMM:
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GMM: Initialization
We want to estimate the parameter set: 

: Random vector from data

: Random diagonal matrix or identity matrix

: Random value with following constraints:

… or simply use 1 / m
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GMM: Overfitting
When one of your GM is centred at a data point…

Consider

Solution: use a smaller M so that it’s impossible to have spare clusters!
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GMM: Practical Tips
- Assumption: Diagonal Covariance Matrices
- For Numerical Stability: Compute likelihoods in the log domain: 

- Pre-compute some terms for efficiency!

22



GMM: Practical Tips cont’d
How do we get the  in 

from ?

A good module that does this:
- scipy.special.logsumexp
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Lie Detection
with GRU
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Truth/Lie Detection: ToDo List
- Finish the __ init __ method of the class LieDetector by filling in the code to create a 

unidirectional GRU with one hidden layer
- Also, initialize a linear layer to project the GRU’s output to prediction space. What 

should the number of output features be?
- Following the instructions from the handout, run experiments by varying the size of 

the hidden layer and record the performance of the model. Comment on these results 
as asked in the handout.

- Note : the model most likely won’t perform very well, that’s okay ! Truth/lie detection 
is a hard task, and we have limited data.
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