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Visual representations are 3D, not 2D

Nakayama K, He ZJ, and Shimojo S. (1995)  Visual surface 
representation: a critical link between lower-level and 
higher level vision.  In: S.M. Kosslyn and D.N. Osherson, Eds,  
An Invitation to Cognitive Science. MIT Press, pp. 1-70.



Images vs. surfaces

One of the most striking things about our visual experience is how 
dramatically it differs from our retinal image. 

...

Our perception is closely tied to surfaces and objects in the real world;
it does not seem tightly tied to our retinal images.

...

Our view is that higher functions require, as an input, a data format 
that explicitly represents the world as a set of surfaces.



The traditional view of visual processing



The new view of visual processing



How do you interpret an edge?



How do you interpret an edge?



An edge can mean different things

reflectance shading



Bregman B’s









Rules of occlusion

• When image regions corresponding to different surfaces meet, 
only one region can “own” the border between them.

• Under conditions of surface opacity, a border is owned by the 
region that is coded as being in front.

• A region that does not own a border is effectively unbounded.  
Unbounded regions can connect to other unbounded regions to 
form larger surfaces completing behind.



Figure-ground assignment determines amodal completion



Texture segregation





Motion:  aperture problem





Attention spreads by surface assignment in 3D, not 2D
(Nakayama, He & Shimojo 1995)



+-

Do oriented filters make it any easier to 
resolve figure-ground?



Figure 3. When compared with the local detector Pb, our detector gPb reduces clutter and completes contours. From left to right:
Original image, thresholded Pb, thresholded gPb, and gPb. The thresholds shown correspond to the points of maximal F-measure on the
curves in Figure 2.

detection algorithm based on Pb or its variantsmPb, gPb,
etc. To illustrate that our gains are partially due to this al-
gorithm and not just the result of a better image derivative
estimate, we include as a comparison point the Harris oper-
ator with ∇I computed from Pb(x, y, θ).

3.2. Contour-based Approach

Junctions may be viewed as points at which two or more
distinct contours intersect. For each junction, we would like
to recover its location and salience, and also identify the
contours passing through it.

Given a set of contours defined by the non-maximum

suppressed output of Pb (or a similar boundary detector),
if one knew the junction locations, it would be easy to iden-
tify the associated contours. Conversely, if one knew which
contours intersect at each junction, it would be easy to es-
timate the optimal locations. This suggests an EM-style al-
gorithm. For an image neighborhood IN :

1. Estimate the optimal junction location L = (xL, yL)
by minimizing its weighted distance from the contours
{Ci} ∈ IN

L = argmin(x,y)∈IN

∑

i

wid(Ci, (x, y)) (7)

image segmentation ≠ figure-ground 
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Figure 2. Side-of-Figure Selectivity

(A) Responses of a V2 neuron to the same
local contrast border forming either the top
edge of a dark square, or the bottom edge
of a light square. Squares of two sizes were
tested (3° and 8° visual angle). Displays with
the reversed contrast were also tested but
are not illustrated. Ellipses show size of mini-
mum response field. Despite the same local
stimulation—the juxtaposed displays are in-
distinguishable over the regions delineated
with dashed lines in (B)—the firing rate is
higher for figure above than for figure below.
In (C), the response modulation index for
preferred versus nonpreferred side is plotted
as a function of square size for 33 V2 neu-
rons that were side-of-figure selective for a
3° square (p < 0.05, ANOVA). Lines connect
points corresponding to the same neuron. It
can be seen that most of the neurons have
a positive modulation index also for the 8°
square, indicating mechanisms of global
form processing. The finding of side-of-fig-
ure selectivity in neurons suggests the exis-
tence of cortical mechanisms that use Ge-

stalt rules to determine which region might be an object and which might be background, such as compact shape, closed contour, and the
fact that the square is surrounded by a region of uniform color (Rubin, 1921). The plot in (C) also shows that smaller squares tended to
produce stronger side-of-figure modulation than larger squares, corresponding to the Gestalt rule that smaller regions have a stronger
tendency to be perceived as figure than larger regions.

“classical receptive field” of V2 neurons, which is only tion, the responses to the nonpreferred depth order are
much smaller than the maximum response. Also, edges0.6° on average for the median eccentricity of receptive

fields in our sample (Gattass et al., 1981). orthogonal to the preferred orientation (horizontal in the
figure) produce only weak, erratic responses. Thus,
cells in V2 can signal orientation and depth order of 3DStereoscopic Edge Selectivity
edges. Generally, these cells respond to contrast edgesMany neurons in V2 are sensitive to binocular disparity
as well as to disparity-defined edges and show similar(Poggio et al., 1985), and some respond to stereoscopi-
orientation tuning for both (von der Heydt et al., 2000).cally defined 3D edges (von der Heydt et al., 2000). The

majority of these cells are selective for the orientation
of the edge and also for the depth order, that is, which Convergence of Gestalt Processing and

Stereoscopic Mechanisms in Single Cellssurface is in front and which is in back. Figure 3 il-
lustrates this selectivity for three V2 neurons. Disparity- The stereoscopic selectivity of neurons provides a key

to understanding the meaning of their signals. If neu-defined edges were created by RDS. The disparity of
one surface was set to the preferred disparity of the rons are selective for the depth order of stereoscopic

edges, we know that they are involved in the represen-neuron (or zero if there was no clear tuning), and the
other surface was placed behind it at a distance corre- tation of the 3D layout of surfaces, and hence border

ownership coding. While contrast-defined displays aresponding to 10 or 24 arc min disparity (depending on
the eccentricity of the receptive field). The edges were generally ambiguous (Figure 1), there is no such ambi-

guity in RDS, because the depth relations are definedtested in four orientations, as illustrated at the top of
Figure 3. (For the purpose of illustration, the preferred by the binocular disparities; the nearer surface owns

the border (Nakayama et al., 1989). Thus, the RDS canorientation was assumed to be vertical; hatching indi-
cates the nearer of the two surfaces.) To control for ef- be considered as the “gold standard” for border owner-

ship assignment. If the side-of-figure-selective neuronsfects of stimulus position, each edge was presented
at various positions relative to the receptive field, as are involved in border ownership coding, they should

also be selective for the depth order of edges in RDS.indicated by the scales. The bar graphs below show
the responses as a function of position. We may not expect to see this in every case, because

stereopsis is obviously not indispensable for the per-It can be seen that, at the preferred orientation, each
neuron responds vigorously to one depth order, but ception of border ownership. However, if neurons com-

bining side-of-figure with depth order selectivity existhardly at all to the opposite depth order. For example,
the cell in Figure 3A responds to a vertical edge whose in significant numbers, and if the depth order prefer-

ence, in the population, is biased toward the object in-right surface is in front, but not at all if the left surface
is in front (although the edge is at the same depth in terpretation (Figure 1C), this would be strong evidence

for mechanisms that implement Gestalt rules to inferboth configurations!). The other two cells have the op-
posite preference. Note that the preference for one or border ownership.

In experiment 1, we examined the relationship be-the other depth order does not depend on the exact
position of the edge in the receptive field; at any posi- tween preferred side-of-figure and preferred depth or-
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Neurons in V2 (and even some in V1) code
for border ownership as well as orientation
(Zhou, Friedman & von der Heydt, J Neurosci, 20: 6594–6611)



How do neurons in V1 encode this?

What do you see?

Murray, Kersten, Schrater, Olshausen, Woods, PNAS 2002.



(easy version)
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Open questions

• How do visual neurons respond to object borders 
vs. reflectance changes in natural images?

• How is border ownership computed?  How do 
neurons encoding border ownership interact?

• Is amodal completion represented implicitly or 
explicitly?


